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Abstract
Sequentially adding control variables to a regression to investigate their effect on a structural

parameter is econometrically meaningless when controls are intercorrelated, as the order in which
control variables are added will influence how the structural parameters change. As a solution, I
develop a novel order-invariant conditional decomposition for the logit model. Furthermore, this
logit decomposition can explain which variables are responsible for the heterogeneous treatment
effect on the treated. I illustrate the utility of the decomposition with an application. Using a natural
experiment to estimate the displacement effects of the minimum wage in Portugal, I find its effects
to be heterogeneous. Moreover, by using the decomposition, I find that the heterogeneous impacts
are 65% explained by firms, 28% by the worker, and 7% by tenure; implying that the primary
determinant of the minimum wage effect on workers’ displacement is the firm they work for.
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Resumo
A adição sequencial de variáveis de controlo numa regressão base, tanto com a intenção de

quantificar os efeitos dos controlos num determinado parâmetro como para fins de robustez, não
tem significado econométrico quando as variáveis de controlo estão correlacionadas. Desenvolvo
uma nova decomposição condicional no modelo logit, que não varia consoante a ordem em que as
variáveis são adicionadas. Além disso, esta decomposição logit pode explicar quais as variáveis
responsáveis pelo efeito heterogéneo que um tratamento tem no grupo tratado. Aplico a decom-
posição logit a uma experiência natural no salário mínimo português. Descubro que as diferenças
no impacto do SM nas separações são em 65% explicadas pelas empresas, em 28% pelo trabal-
hador e em 7% pela antiguidade, tornando a empresa no principal determinante do impacto do
salário mínimo sobre um trabalhador.
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Divide each difficulty into as many parts
as is feasible and necessary to resolve it.

René Descartes,
Discourse on the Method (1637)

1 Introduction

Several econometric problems require finding how each variable from a set of covariates
contributes to the change of some coefficients of interest in a regression. The purpose is either to
test the robustness of the coefficients of interest by measuring their stability across specifications or
to account for the individual impact of each covariate on those coefficients of interest. There were
no tools to perform this analysis in a logit regression.

This thesis’ main contribution is a novel logit conditional covariate decomposition that splits the
contribution of each control variable in explaining the effects of structural variables.1 The decom-
position has 2 parts, as stated in equation (1), with two distinct interpretations. The first part, the
confounding effects, decomposes the effects resulting from the correlation between the control vari-
ables and the structural variables. They are interpretable as the effect that each omitted variable has
on the structural variables’ explanatory power. The second part, the rescaling effects, decomposes
the correlation between the control variables and the structural variables that only exists conditional
on the state of the dependent variable. The decomposition of the rescaling has a particular interpre-
tation. It’s a division, between the control variables, of the heterogeneity of treatment effects on the
treated.

The logit decomposition can answer many questions involving binary dependent variables.2

For example, “Why are women more likely to go to college?” With the decomposition of the
confounding effects, we can divide the contribution of several variables, like wealth, high-school
courses, professional experience, and psychological tests, and find their individual contribution in
making women more college-prone. The rescaling effects answer a different question. Since it’s
expected that sex won’t affect the probability of going to college in the same way for all individuals,
with this decomposition, we can find the contribution of each variable to this heterogeneity. This

1See Fortin, Lemieux, and Firpo (2011): there isn’t a Gelbach covariate decomposition for the logit model nor any
other GLM.

2Non-linear models are more appropriate to study a binary dependent variable than linear probability models. Both
because of heteroskedasticity and, most importantly, due to bad fit. It’s unconvincing to assume that the effects of a
given set of variables are linear throughout the assumed probability distribution. Moreover, and because of being a bad
fit, the predicted probabilities in a linear probability model will go beyond the limits of 0 and 1 (Wooldridge 2010).
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allows us to find which variables make the effect of 𝑠𝑒𝑥𝑖 materializing in college admissions. This
exercise can be done with any binary problem, like firms that grow/don’t grow, consumers who
buy/don’t buy, people who migrate/don’t migrate, or a tennis player winning/losing.

Logit omitted variable bias:

̂𝑙𝑜𝑔𝑖𝑡 𝑏𝑖𝑎𝑠𝑥1
= ̂𝛽1̂𝛽1̂𝛽1

𝑏𝑎𝑠𝑒 − ̂𝛽1̂𝛽1̂𝛽1
𝑓𝑢𝑙𝑙 = confounding effects⏟⏟⏟⏟⏟⏟⏟

Decomposable using Gelbach
between variables Z

+ rescaling effects⏟⏟⏟⏟⏟⏟⏟
Unexplained with Gelbach

, (1)

where ̂𝛽1̂𝛽1̂𝛽1
𝑏𝑎𝑠𝑒 is a matrix with coefficients from a logit regression ofX on the binary variableY, and

̂𝛽1̂𝛽1̂𝛽1
𝑓𝑢𝑙𝑙 continue to be the coefficients of X, but on a logit regression with X and Z (other covariates)

on Y.

The confounding effects in logit are equivalent to the full omitted variable bias (OVB) of
linear models, where OVB stems from a correlation between X and Z.3 Thus, to decompose the
confounding effects I use the Gelbach (2009) decomposition for linear models. Before Gelbach
(2009), whenever researchers wished to find how each Z variable affected the sensitivity of some
structural parameters, 𝛽𝛽𝛽1, in a linear model, they would sequentially add them one by one to a
regression with only the structural variablesX and register the change in𝛽𝛽𝛽1. However, such practice
lacks econometric meaning. The covariances within Z make sequential addition (or subtraction)
order-variant. Meaning that the order chosen by the econometrician will shape the results. Gelbach
(2009) solves this problem for linearmodels by building a purposefully endogenous basemodel with
only X. The endogeneity is then divided amongst Z by using Golberger (1991) omitted variable
bias (OVB) formula. This simple method is capable of generating an order-invariant meaningful
conditional decomposition of any parameter in a linear regression.

Nonetheless, Gelbach’s work cannot be directly applied to the logit model due to equation’s (1)
second part, the rescaling effects. The rescaling effects are the consequences of a necessary fea-
ture of the logit model’s estimation (also present in the probit model, see Cramer (2007)). In linear
models, the dependent variable is given and the residuals are a result of the estimation. However, in
logit models it’s reversed: the distribution of the residuals is assumed (generally as a standard logis-
tic distribution) and the log-odds estimated (log-odds are the left-hand side in models (4) and (3)).
That is because the maximum likelihood estimator cannot solve an equation for two residuals. As
a consequence, the “true” residuals of a logit model must be coerced to a standard logit distribution
and fixed as such. By doing so, all the parameters of the logit model are rescaled.

Because the distribution of the logit residuals is fixed, whenever a variable is added the whole
3Besides 𝑐𝑜𝑟𝑟(X,Z) ≠ 0, for OVB to exist as confounding effects we further need an existing correlation of both

X and Z with Y

2



model must be rescaled, since the residuals cannot change. This feature creates a seemingly bizarre
consequence: logit parameters may be biased by totally uncorrelated variables. To decompose these
rescaling effects, I characterize the rescaling part from an OVB standpoint, using L. Lee (1980) logit
OVB formula. The procedure consists in computing the residuals from the regressions of each Z
on X and then computing the correlation of those residuals with X conditional on the state of Y
being 1. However, the main caveat of this logit decomposition is the assumption that the residuals
of regressing each variable from Z on X follow a normal distribution conditional on X and the
dependent variable. I build a simulation that demonstrates this problem. Furthermore, I explain in
this thesis why the rescaling effects can decompose the heterogeneity of the effects of treatment on
the treated.

Thus, for the confounding effects, this logit covariate decomposition uses Gelbach (2009) and,
for the rescaling effects, employs a similar logic to describe the effects as OVB and divide it among
Z, but with a different bias formula. I build an R package called “Decomp” to implement this
procedure.

To demonstrate the proposed method, I study the effect of an increase in the minimum wage
(MW) on the likelihood of a MWworker being displaced. To identify the MW shock I use a natural
experiment from Portugal. In 1974, when the national MW was first introduced in Portugal, it did
not cover all ages. Until the end of 1986, 18- and 19-year-old workers were granted only 75%
of the MW. That changed in 1987 when the teen MW was eliminated, leading to different MW
increases within MW workers. MW workers that were teens had a nominal MW hike of 36.25%
while non-teen workers had an increase of 2.19%. To study the MW natural experiment I build a
logit model, with a triple difference methodology and worker and firm FE, where the dependent
variable is separations.4

I find that the MW hike increased the probability of separation of teen MW workers (the
ones directly affected) by 6 percentage points. This is the average treatment effect on the treated
(ATT), and, generally, it’s the focus of theMW literature; the most common is the employment-MW
elasticity (Harasztosi and Lindner (2019) or Jardim et al. (2022)). Nonetheless, because the ATT is
an average, it’s normal that behind it lies heterogeneity in the treatment effect on the treated, i.e., not
all teen MW workers are affected equally: some MW workers lose their jobs because of the MW,
while others don’t. What factors explain the different responses within directly affected workers? I
can answer it by using the second part of the logit decomposition, the rescaling effects. I conclude
that the heterogeneity of the impact of treatment (teen MW) on the treated (teen MW workers) is
65% explained by firms, 28% by workers FE, and 7% by tenure. Thus, the firm where a worker is
employed is the most important factor in determining whether or not he will be displaced because

4A separation is defined as an employed worker not being employed at the same firm in the following year.
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of the MW increase. It’s important to know which factors are more likely to exacerbate the negative
MW effects in order to design good policies, which avoids them.

This thesis makes the following contributions. Firstly, I provide a novel decomposition for the
logit model which decomposes the impact of control variables on structural parameters. Secondly,
I develop a method that divides the importance of control variables in explaining the heterogeneous
impacts of treatment on the treated. Thirdly, I build an R package called “Decomp” to implement
the developed procedure. Lastly, I apply these new econometric methods to a Portuguese natural
experiment of theMW; and conclude that the firmwhere a worker is employed is the most important
factor in deciding whether or not he separates in response to a MW hike.

2 Literature Review

Before Gelbach (2009), anytime researchers wanted to find out how each variable influenced the
sensitivity of some structural parameters, they would sequentially add those variables, one by one,
to a regression, and note the impact of each new variable. For example, on the topic of the racial
wage gap, Hellerstein and Neumark (2008), Charles and Guryan (2008), and Bound and Freeman
(1992) sequentially add control variables, like differences in education and language skills, to a
linear regression with a race dummy. They claim that the change in the race parameter provoked
by the addition of each control is the part of the wage gap explained by that given covariate.

However, as described in the introduction, adding variables sequentially is not an econometrically
meaningful procedure. The logit cumulative distribution is not an addictively separable function.
Thus the development of the Gelbach decomposition for linear models. Gelbach (2009) decompo-
sition solves this problem by diving the omitted variable bias steaming from the absence of those
covariates, which is order-invariant.

Nowadays, the Gelbach decomposition is widely used: whether by Carruthers and Wanamaker
(2017) on what explains the racial wage gap; Card, Cardoso, and Kline (2015) for what explains
the gender wage gap; or Buckles and Hungerman (2013) for the association between season of birth
and several outcomes.

Nonetheless, the Gelbach decomposition uses the OVB formula of Golberger (1991), which
is not fully applicable to the logit model, and, therefore, the decomposition isn’t either. This is
because, in addition to variable confounding effects, the logit model has rescaling effects.

The rescaling effects were deeply explored for the first time in Amemiya (1985) textbook, al-
though many times referred to as unobserved heterogeneity. Mood (2009) does a concise literature
review discussing its consequences, consequences that go beyond tarnishing decompositions. The
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rescaling effects contaminate comparisons across models with the same dependent variable and also
comparisons between groups in the same model, like men and women or skilled and non-skilled
workers. Some methods were developed to fight these issues. To compare between model’s coeffi-
cients, Karlson, Holm, and Breen (2012) develop a method that improves the method developed by
Winship and Mare (1984). The group comparison problem can be reduced by applying Williams
(2009) procedure, an improvement of Allison (1999) method, or by taking average partial effects
like Wooldridge (2010) suggests (a solution I employ in Section A.3.6 to compare minimum-wage
workers with non-minimum-wage workers).

Thus, to develop a logit decomposition, I need an omitted variable bias (OVB) formula for
logit that reflects both the confounding and the rescaling effects. Equation (2) is the OVB formula
most widely used by the literature, seen in prominent papers like Winship and Mare (1984), Cramer
(2007), Allison (1999), or Mood (2009).5

̂𝛽𝑏
1 =

⎛⎜⎜⎜⎜⎜⎜⎜
⎝

̂𝛽𝑓
1 +

𝑝
∑
𝑧=1

[Γ̂𝑧
1 ̂𝛽𝑧

2]
⏟⏟⏟⏟⏟
Confounding

bias

⎞⎟⎟⎟⎟⎟⎟⎟
⎠

√𝑉 𝑎𝑟(�̂�𝑏)
√𝑉 𝑎𝑟(�̂�𝑓)⏟⏟⏟⏟⏟

Rescaling
bias

, (2)

where the 𝛽’s and Γ’s are from the models (3) and (4), and �̂�𝑓 and �̂�𝑏 are the estimated residuals of
the full and base models, respectively.

This strand of literature is useful to transmit the intuition behind the rescaling effects. In a logit
model, on top of the familiar confounding effects from the linear model, all coefficients are also
rescaled with the standard errors ratio of the model’s residuals. Thus, excluding a covariate corre-
lated with the dependent variable will increase the variance of the error, therefore also increasing
the model’s coefficients.

However, I cannot use this paradigm to develop a logit decomposition, since equation (2)
is not useful to analytically characterize logit OVB. For equation (2) to hold, both the full model
residuals 𝑢𝑓 and base model residuals 𝑢𝑏 need to be perfectly logistically distributed. In reality, this
assumption is very unlikely to hold. Therefore, coercing the true residuals to an assumed standard
logistic distribution makes the whole distribution of the residuals change, not just the variance.
Hence my wielding of a forgotten literature strand developed in L. Lee (1982) and L. Lee (1980),
which uses Bayes’ Theorem to analytically characterize the bias and overcome the aforementioned
difficulties.

5See Section A.5.3 for a brief proof of equation (2) and Mood (2017) for a deeper explanation through various
lenses.
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3 The Logit Decomposition

As noted in Sections 1 and 2, I apply a logit omitted variable bias formula developed by L.
Lee (1982) to achieve an adaptation of the Gelbach (2009) decomposition for the logit model. In
this section, I go through the econometrics behind the logit decomposition.6 Consider the following
models:

The general full logit model:

𝑙𝑛 (𝑃 𝑓(𝑦𝑖 = 1|𝑥𝑖,Z𝑖)
𝑃 𝑓(𝑦𝑖 = 0|𝑥𝑖,Z𝑖)

) = ̂𝛽𝑓
0 + ̂𝛽𝑓

1 𝑥𝑖 + Z𝑖 ̂𝛽𝛽𝛽2 (3)

The general base logit model:

𝑙𝑛 (𝑃 𝑏(𝑦𝑖 = 1|𝑥𝑖)
𝑃 𝑏(𝑦𝑖 = 0|𝑥𝑖)

) = ̂𝛽𝑏
0 + ̂𝛽𝑏

1𝑥𝑖 (4)

where 𝑖 are observations; 𝑦𝑖 is the binary dependent variable; 𝑥𝑖 is the structural variable; Z𝑖 is a 1×
𝑝 matrix containing a set of control variables 𝑧1, ..., 𝑧𝑝 for each 𝑖; 𝑃 are the estimated probabilities;
�̂�𝑖 are the estimated residuals (not shown in the equations).

Diagram 1: Omitted Variable Bias in the Logit Model

X Y

Z

if 𝑦 = 1

̂𝜐𝜐𝜐

a
bc

d

Notes: This DAG diagram illustrates the omitted variable bias in the logit model. Y is the binary dependent variable, X are the structural variables,
Z are the omitted variables, and �̂�𝜐𝜐 are the residuals from a linear regression of each Z on all X (X as dependent variables). Thus, �̂�𝜐𝜐 are the parts of Z
that are uncorrelated with X but may be correlated with X, conditional on 𝑦 = 1. The reader is used to the right-hand-side section of the Diagram,
showing that if Z is correlated with both Y and X the analysis is biased. However, the logit model is further biased by the blue curved line, which is
a correlation between X and �̂�𝜐𝜐, conditional on the state of Y being 1.

From the base model (4) to the full model (3) there are 2 sources of bias ( ̂𝑏𝑖𝑎𝑠𝛽1
= ̂𝛽𝑏

1 − ̂𝛽𝑓
1 ),

also shown in the DAG Diagram 1:7

1. A confounding effect between 𝑥𝑖 and the omitted Z𝑖 if Z𝑖 is also correlated with 𝑦𝑖. In Di-
agram 1, the confounding effects are the product of 𝑏 and 𝑐. They can be decomposed by
applying Gelbach (2009);

6Although this section conveys the case for a sole main variable 𝑥𝑖, all the deductions remain valid if 𝑥 is a set of
variables X𝑖.

7See Glymour, Pearl, and Jewell (2016) for more details on the notation of DAGs.
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2. A rescaling effect due to the correlation conditional on the state of 𝑦 between 𝑥 and ̂𝜐𝜐𝜐, where ̂𝜐𝜐𝜐
are the estimated residuals from regressions (6), and if ̂𝜐𝜐𝜐 is also correlated with 𝑦𝑖. In Diagram
1, the rescaling effects are the product of 𝑑 and 𝑏, because ̂𝜐𝜐𝜐 and 𝑦𝑖 are always correlated in the
same way asZ𝑖 and 𝑦𝑖. For example, both sex and IQ predict college admission, since women
are more college-prone. Moreover, sex and IQ are uncorrelated variables. Accordingly, sex
and IQ will be correlated when conditioned on college admission because, on average, men
need a higher IQ to be admitted to college. Section 3.4 further explains this example.

Why does the rescaling bias exist in logit and not in OLS? For the estimation of the logit model,
the distribution of the residuals must be fixed. Generally, it’s fixed as the standard logit distribu-
tion. Thus, the “true” residuals are transformed/rescaled into a standard logit distribution, and the
rescaling will affect the coefficients of the model. For example, take model (4), its “true” residuals
𝑢𝑏

𝑖 and its “true” probabilities 𝑝𝑏
𝑖 . To estimate model (4), a 𝑔() function, capable of transforming

𝑢𝑏
𝑖 into �̂�𝑏

𝑖 = 𝜀 ∼ 𝑙𝑜𝑔𝑖𝑡 (0, 𝜋2
3 ), is applied on both sides, as illustrated in equation (5). Indeed,

equation (4) is equivalent to equation (5). As a side effect, 𝑔() also modifies all parameters of model
(4). Thus, if a variable 𝑧1, correlated with 𝑦, is added to equation (4), the “true” 𝑢𝑏

𝑖 distribution will
change and so will the 𝑔() function, leading to different rescaling and consequently changing the
coefficients. One more nuanced must be stated: the 𝑔() will only change, and OVB is only created,
if 𝑐𝑜𝑟𝑟( ̂𝜐𝜐𝜐, 𝑥|𝑦 = 1) ≠ 0. Otherwise, the log-odds distribution will remain unchanged, resulting in
no rescaling difference.

𝑔 (𝑙𝑛 [ 𝑝𝑏
𝑖

1 − 𝑝𝑏
𝑖
]) = 𝑔 (𝛽𝑏

0 + 𝛽𝑏
1𝑥𝑖 + 𝑢𝑏

𝑖) (5)

3.1 Decomposition Procedure

Decompose the 1st source of bias: the confounding effects

𝑧𝑧
𝑖 = Γ̂𝑧

0 + 𝑥𝑖Γ̂𝑧
1 + ̂𝜐𝑧

𝑖 (6)

To divide the confounding effects, estimate auxiliary regressions (6), where 𝑧 ∈ [1 ∶ 𝑝]. Together
with parameters from the full model (3), calculate ∑𝑝

𝑧=1 [Γ̂𝑧
1 ̂𝛽𝑧

2]. This part of the decomposition is
the same as Gelbach (2009). However, in antinomy with linear models, confounding effects won’t
account for the full bias, only the difference between the full model and the Residual Equation,
model (RE) (7). The Residual Equation (first used by Karlson, Holm, and Breen (2012)) is the base
equation (4) plus all the estimated residuals from the auxiliary regressions (6):

7



𝑙𝑛 (𝑃 𝑅𝐸(𝑦 = 1|𝑥, ̂𝜐𝜐𝜐)
𝑃 𝑅𝐸(𝑦 = 0|𝑥, ̂𝜐𝜐𝜐)) = ̂𝛽𝑅𝐸

0 + ̂𝛽𝑅𝐸
1 𝑥𝑖 + Λ̂ΛΛ ̂𝜐𝜐𝜐, (7)

Thus, the confounding effects can explain and divide:

̂𝛽𝑅𝐸
1 − ̂𝛽𝑓

1 =
𝑝

∑
𝑧=1

[Γ̂𝑧
1 ̂𝛽𝑧

2]
⏟⏟⏟⏟⏟
Confounding

Why is the Residual Equation free from rescaling effects? By adding the residuals of the
auxiliary regressions to the base equation (4), the RE maintains the distribution of the residuals,
𝑢𝑅𝐸 ≡ 𝑢𝑓𝑢𝑙𝑙. The rescaling of the full model (3) and the RE (7) is the same, so there are no
rescaling effects from one model to the other. Thus, equation (8) shows that we can divide the bias
into the rescaling from the base model to the RE, and apply the Gelbach from the RE to the full.8

̂𝛽𝑏
1 − ̂𝛽𝑓

1⏟
Total bias

= ̂𝛽𝑏
1 − ̂𝛽𝑅𝐸

1⏟⏟⏟⏟⏟
Rescaling

+
𝑝

∑
𝑧=1

[Γ̂𝑧
1 ̂𝛽𝑧

2]
⏟⏟⏟⏟⏟
Confounding

. (8)

Decompose the 2nd source of bias: the rescaling effects

To divide the bias between the base (4) and RE (7) models, I use the estimated residuals
from the unconditional auxiliary regressions (henceforth ̂𝜐𝜐𝜐 or ̂𝜐𝑧) to estimate conditional auxiliary
regressions (CARs):

̂𝜐𝑧
𝑖 = ̂𝛿𝑧

0 + ̂𝛿𝑧
1𝑥𝑖 + ̂𝛿𝑧

2𝑦𝑖 + ̂𝑒𝑧
𝑖 , ∀𝑧 ∈ [1 ∶ 𝑝] (9)

Assuming that ̂𝜐𝜐𝜐 follows a multivariate normal distribution conditional on 𝑦 and 𝑥 with a
precision matrix

ΣΣΣ−1
𝑝×𝑝 =

⎡
⎢⎢⎢
⎣

𝜉11 − − −
𝜉12 𝜉22 − −
... ... ... −
𝜉1𝑝 𝜉2𝑝 ... 𝜉𝑝𝑝

⎤
⎥⎥⎥
⎦

,

8A specificity of the residual equation is that the Λ̂’s are equal to the respective estimated variable’s coefficients in
the full model, ̂𝛽2.
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then the bias conditional on the state of 𝑦 in ̂𝛽1 (the bias emerging from the rescaling) is:

̂𝑟𝑒𝑠𝑐𝑎𝑙𝑖𝑛𝑔 𝑏𝑖𝑎𝑠𝛽1
=

𝑝
∑
𝑧=1

[ ̂𝛿𝑧
2 ̂𝛿𝑧

1 ̂𝜉𝑧𝑧 + ̂𝛿𝑧
2( ̂Λ𝑧 − ̂𝛿𝑧

2 ̂𝜉𝑧𝑧)] , (10)

with the constraint:

⇔ ̂𝜉𝑧𝑧 =
̂Λ𝑧 − ∑𝑝

̇𝑧≠𝑧
̂𝛿 ̇𝑧

2 ̂𝜉𝑧 ̇𝑧
̂𝛿𝑧

2
, ∀ 𝑧 ∈ {1 ∶ 𝑝}; (11)

The bias is dividable amongst Z. See Section A.3.9 for details on the estimation of the precision
matrix of a multivariate normal distribution. The caveat is the assumption of conditional normality
of ̂𝜐𝜐𝜐. In practice, no residual is perfectly normal, so the decomposition is an approximation that will
be better or worse depending on the conditional normality of ̂𝜐𝜐𝜐.
Special case: independence of the residuals ̂𝜐𝜐𝜐

Whenever all the residuals are independent from each other, whether conditionally or uncon-
ditionally, the bias equation simplifies to:

̂𝑟𝑒𝑠𝑐𝑎𝑙𝑖𝑛𝑔 𝑏𝑖𝑎𝑠𝛽1
=

𝑝
∑
𝑧=1

[ ̂𝛿𝑧
1Λ̂𝑧] . (12)

3.2 A Proof for the Decomposition of the Rescaling Effects

This section provides formal proof of the rescaling decomposition. For the confounding effects,
the proof was done by Gelbach (2009). Nonetheless, see Annex A.3.8 for a deduction applied to
my minimum wage case.

I use L. Lee (1980) as a starting point. The decomposable difference between the RE (7) and the
base equation (4) is found by using Bayes’ Theorem, assuming a conditional normal distribution
for ̂𝜐𝜐𝜐, and estimating the CARs.
Bayes’ Theorem

By applying Bayes’ theorem to the estimated probabilities of the RE model (7) we get:

𝑃 𝑅𝐸(𝑦 = 1|𝑥, ̂𝜐𝜐𝜐)
𝑃 𝑅𝐸(𝑦 = 0|𝑥, ̂𝜐𝜐𝜐) = 𝑃( ̂𝜐𝜐𝜐|𝑥, 𝑦 = 1)

𝑃( ̂𝜐𝜐𝜐|𝑥, 𝑦 = 0)
𝑃 𝑏(𝑦 = 1|𝑥)
𝑃 𝑏(𝑦 = 0|𝑥) (13)

⇔ 𝑙𝑛 (𝑃 𝑏(𝑦 = 1|𝑥)
𝑃 𝑏(𝑦 = 0|𝑥)) = 𝑙𝑛 (𝑃 𝑅𝐸(𝑦 = 1|𝑥, ̂𝜐𝜐𝜐)

𝑃 𝑅𝐸(𝑦 = 0|𝑥, ̂𝜐𝜐𝜐)) + 𝑙𝑛 (𝑃( ̂𝜐𝜐𝜐|𝑥, 𝑦 = 0)
𝑃( ̂𝜐𝜐𝜐|𝑥, 𝑦 = 1)) . (14)
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Conditional Multivariate normality of ̂𝜐𝜐𝜐
If ̂𝜐𝜐𝜐 follows a conditional multivariate normal distribution conditional on 𝑥 and 𝑦, ̂𝜐𝜐𝜐|𝑥, 𝑦 ∼

𝒩𝑝(𝜇𝜇𝜇,ΣΣΣ), its probability density function is:

𝑃( ̂𝜐𝜐𝜐|𝑥, 𝑦) = 𝑓𝜐𝜐𝜐( ̂𝜐1, … , ̂𝜐𝑝|𝑥, 𝑦) =
exp (−1

2( ̂𝜐𝜐𝜐 − 𝜇𝜇𝜇)TΣΣΣ−1( ̂𝜐𝜐𝜐 − 𝜇𝜇𝜇))
√(2𝜋)𝑝𝑑𝑒𝑡ΣΣΣ

, (15)

whereΣΣΣ𝑝×𝑝 is the variance-covariance matrix of CARs’ residuals’ ̂𝑒𝑖 (makingΣΣΣ−1 a positive defi-
nite and symmetric9 precisionmatrix10); 𝑝 is the number of control variables; 𝑑𝑒𝑡 is the determinant;
and 𝑇 is the transpose indicator. The matricial form:

ΣΣΣ−1
𝑝×𝑝 =

⎡
⎢⎢⎢
⎣

𝜉11 − − −
𝜉12 𝜉22 − −
... ... ... −
𝜉1𝑝 𝜉2𝑝 ... 𝜉𝑝𝑝

⎤
⎥⎥⎥
⎦

; ̂𝜐𝜐𝜐𝑝×1 =
⎡
⎢⎢⎢
⎣

̂𝜐1

̂𝜐2

...
̂𝜐𝑝

⎤
⎥⎥⎥
⎦

; 𝜇𝜇𝜇𝑝×1 =
⎡
⎢⎢⎢
⎣

𝜇1

𝜇2

...
𝜇𝑝

⎤
⎥⎥⎥
⎦

After estimating the conditional auxiliary regressions (9) (CARs), and assuming ̂𝜐𝜐𝜐 is jointly
normally distributed conditional on 𝑥 and 𝑦11, then we can substitute the average value by 𝜇𝑧 =

̂𝛿𝑧
0 + ̂𝛿𝑧

1𝑥+ ̂𝛿𝑧
2𝑦 in equation (15). Furthermore. we specify the states of 𝑦 in equation (15) and divide

them. Therefore, we get equation (17) (for a detailed proof of this step, see Annex A.5.1):

𝑃( ̂𝜐𝜐𝜐|𝑥, 𝑦 = 0)
𝑃 ( ̂𝜐𝜐𝜐|𝑥, 𝑦 = 1) =𝑒

1
2 [(�̂�𝜐𝜐− ̂𝛿𝛿𝛿0− ̂𝛿𝛿𝛿1X− ̂𝛿𝛿𝛿2)TΣ̂ΣΣ

−1
(�̂�𝜐𝜐− ̂𝛿𝛿𝛿0− ̂𝛿𝛿𝛿1X− ̂𝛿𝛿𝛿2)−(�̂�𝜐𝜐− ̂𝛿𝛿𝛿0− ̂𝛿𝛿𝛿1X)TΣ̂ΣΣ

−1
(�̂�𝜐𝜐− ̂𝛿𝛿𝛿0− ̂𝛿𝛿𝛿1X)]

(16)

⇔ 𝑙𝑛 (𝑃( ̂𝜐𝜐𝜐|𝑥, 𝑦 = 0)
𝑃( ̂𝜐𝜐𝜐|𝑥, 𝑦 = 1)) =

𝑝
∑
𝑧=1

[ ̂𝛿𝑧
2

𝑝
∑

̇𝑧=1
(( ̂𝛿 ̇𝑧

0 + ̂𝛿 ̇𝑧
1𝑥 +

̂𝛿 ̇𝑧
2
2 − ̂𝜐 ̇𝑧)𝜉𝑧 ̇𝑧)] , (17)

By plugging equations (17), the RE model (7), and the base model (4) into equation (14) we
can see the relationship between the base equation and the RE:

̂𝛽𝑏
0 + ̂𝛽𝑏

1𝑥𝑖 = ̂𝛽𝑅𝐸
0 + ̂𝛽𝑅𝐸

1 𝑥𝑖 +
𝑝

∑
𝑧=1

̂𝜐𝑧
𝑖 Λ̂𝑧 +

𝑝
∑
𝑧=1

[ ̂𝛿𝑧
2

𝑝
∑

̇𝑧=1
(( ̂𝛿 ̇𝑧

0 + ̂𝛿 ̇𝑧
1𝑥 +

̂𝛿 ̇𝑧
2
2 − ̂𝜐 ̇𝑧) ̂𝜉𝑧 ̇𝑧)] (18)

9All inverse of symmetric matrices are also symmetric.
10If a covariance matrix has detΣ ≠ 0, automatically avoiding the problem of detΣ = 0 ⇒ ∄Σ−1.
11If 𝑥𝑖 is a discrete variable, this condition implies normality for all levels of 𝑥.
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To obtain the expression of the bias from rescaling, we can take equation (18) and keep only the
terms that interact with 𝑥:

𝑥𝑖 ̂𝛽𝑏
1 = ̂𝛽𝑅𝐸

1 𝑥𝑖 +
𝑝

∑
𝑧=1

[ ̂𝛿𝑧
2

𝑝
∑

̇𝑧=1
̂𝛿 ̇𝑧
1𝑥𝑖 ̂𝜉𝑧 ̇𝑧] (19)

⇔ 𝑥𝑖 ̂𝛽𝑏
1 = 𝑥𝑖

⎛⎜⎜⎜⎜⎜
⎝

̂𝛽𝑅𝐸
1 +

𝑝
∑
𝑧=1

[ ̂𝛿𝑧
2

𝑝
∑

̇𝑧=1
̂𝛿 ̇𝑧
1 ̂𝜉𝑧 ̇𝑧]

⏟⏟⏟⏟⏟⏟⏟⏟⏟
𝑦−𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛𝑎𝑙 𝑏𝑖𝑎𝑠

⎞⎟⎟⎟⎟⎟
⎠

(20)

⇔ ̂𝑟𝑒𝑠𝑐𝑎𝑙𝑖𝑛𝑔 𝑏𝑖𝑎𝑠𝛽1
=

𝑝
∑
𝑧=1

[ ̂𝛿𝑧
2

𝑝
∑

̇𝑧=1
̂𝛿 ̇𝑧
1 ̂𝜉𝑧 ̇𝑧] (21)

And separating 𝑑𝑖𝑎𝑔 (Σ̂−1) from the rest of the precision matrix:

⇔ ̂𝑟𝑒𝑠𝑐𝑎𝑙𝑖𝑛𝑔 𝑏𝑖𝑎𝑠𝛽1
=

𝑝
∑
𝑧=1

⎡
⎢⎢⎢
⎣

̂𝛿𝑧
2 ̂𝛿𝑧

1 ̂𝜉𝑧𝑧⏟
𝐼𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑎𝑙

+ ̂𝛿𝑧
2

𝑝
∑

̇𝑧≠𝑧
̂𝛿 ̇𝑧
1 ̂𝜉𝑧 ̇𝑧

⏟⏟⏟⏟⏟
𝐼𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛

⎤
⎥⎥⎥
⎦

(22)

We cannot immediately substitute the 𝜉’s from the estimated precision matrix because we need
to warrant that 𝜐𝜐𝜐 does not influence the base equation (4), for logical consistency. Thus, by using
equation (18) and guaranteeing that 𝜐𝜐𝜐 does not influence the base equation (4) (proof in Annex
A.5.2), we get this constraint:

𝜉𝑧𝑧 =
Λ̂𝑧 − ∑𝑝

̇𝑧≠𝑧
̂𝛿 ̇𝑧
2 ̂𝜉𝑧 ̇𝑧

̂𝛿𝑧
2

(23)

I suggest solving this equation by estimating the precision matrix (see Annex A.3.9 for details
on the estimation of the precision matrix) and then calculating the diagonal from the constraint
in equation (23). I’m attempting to find a ̂𝜐𝜐𝜐 with determined levels of within correlation which
ensures that ̂𝜐𝜐𝜐 never influences the base equation directly. This correlation interpretation is based
on the equation 𝜌𝑧 ̇𝑧 = − 𝜉𝑧 ̇𝑧

√𝜉𝑧𝑧𝜉 ̇𝑧 ̇𝑧
, where 𝜌𝑧 ̇𝑧 is Pearson’s coefficient of partial correlation of the

CARs residuals 𝑐𝑜𝑟𝑟( ̂𝑒𝑧, ̂𝑒 ̇𝑧) (Lauritzen 1996). Substituting the interaction part of equation (22) by
the constraint (23), we get our final equation:
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̂𝑟𝑒𝑠𝑐𝑎𝑙𝑖𝑛𝑔 𝑏𝑖𝑎𝑠𝛽1
=

𝑝
∑
𝑧=1

[ ̂𝛿𝑧
2 ̂𝛿𝑧

1𝜉𝑧𝑧 + ̂𝛿𝑧
2(Λ̂𝑧 − ̂𝛿𝑧

2𝜉𝑧𝑧)] ,

which is still subject to the constraint in equation (23).

̂𝜐𝜐𝜐 Independent from each other

The econometrician, given specific cases, may assume that ̂𝜐𝜐𝜐’s are conditional uncorrelated between
them. This implies that 𝑐𝑜𝑣( ̂𝑒𝑧, ̂𝑒 ̇𝑧) = 0. Also, because 𝑐𝑜𝑟𝑟( ̂𝑒𝑧, ̂𝑒 ̇𝑧) = − 𝜉𝑧 ̇𝑧

√𝜉𝑧𝑧𝜉 ̇𝑧 ̇𝑧
:

𝑐𝑜𝑣( ̂𝑒𝑧, ̂𝑒 ̇𝑧) = 0 ⇒ 𝜉𝑧 ̇𝑧 = 0

⇓
⎧{
⎨{⎩

𝜉𝑧 ̇𝑧 = 0 ⇒ 𝜉𝑧𝑧 = ̂𝜃𝑧
̂𝛽𝑧
2

= 1
𝜎2𝑧

∴ ̂𝑟𝑒𝑠𝑐𝑎𝑙𝑖𝑛𝑔 𝑏𝑖𝑎𝑠𝛽1
= ∑𝑝

𝑧=1 [ ̂𝛿𝑧
1 ̂Λ𝑧]

(24)

In sum, if the events are independent, the bias division is similar to Gelbach (2009) method, the
only difference being that 𝑦 is added to a second-wave auxiliary regression with ̂𝜐𝜐𝜐 as the dependent
variable.

3.2.1 Final Remarks on the Decomposition

Why Estimate the Residual Equation?

It is not necessary to estimate the Residual Equation for the decomposition. Just like estimating
the base equation in the Gelbach decomposition, it is only useful to confirm if the decomposition is
correct. In the logit case, RE can be used to check if the division of rescaling and confounding was
done correctly.

Why perform a 2-step decomposition?

If 𝑍𝑍𝑍 follows a jointly normal distribution, conditional on X and Y, applying the CAR method
directly between the base model (4) and the full model (3) would be correct. However, there are
several advantages in performing the logit decomposition in 2 steps, first with Gelbach (2009) de-
composition and then with the CAR method. Firstly, in practice, 𝑍𝑍𝑍 will not perfectly follow a
jointly normal distribution conditional on X and Y. Thus, doing the decomposition in 2 steps will
make this imperfection only affect the CAR part. Secondly, since𝑍𝑍𝑍 is unlikely to perfectly follow a
jointly normal distribution, passing𝑍𝑍𝑍 through the 1st auxiliary regressions (6) may have a normal-
ization effect, i.e., ̂𝜐𝜐𝜐 will likely be more normal than 𝑍𝑍𝑍 (especially if X is continuous). The closer
̂𝜐𝜐𝜐/Z get to a normal distribution, the more accurate the decomposition. Thirdly, ̂𝜐𝜐𝜐 will likely have
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less within-correlation than 𝑍𝑍𝑍, because the correlation through X was removed, meaning that the
estimation of the precision matrix is less susceptible to errors. Lastly, there are extra insights from
dividing the confounding bias from the rescaling bias.

The normality caveat

The big assumption and caveat of this decomposition is the conditional multivariate distribution
of ̂𝜐𝜐𝜐.12 Not fulfilling this contingency will leave some parts of the rescaling bias unaccounted for.
This assumption is not for statistical inference. It’s to grant rigor to the CAR decomposition (the
decomposition of the rescaling effects).

3.3 A Simulation

This section shows what happens to the coefficients in logit models when uncorrelated variables
are added. I follow the directives of Train (2009) about simulations for binary settings. I create an
artificial dataset about the effects of sex, IQ, and wealth on the probability of individuals going to
college (as mentioned in Mood (2017)). Consider the following data generation process of 𝑛 =
100000 observations:

𝑐𝑜𝑙𝑙𝑒𝑔𝑒𝑖 = 111[𝛿1𝑠𝑒𝑥𝑖 + 𝛿2𝑖𝑞𝑖 + 𝛿3𝑤𝑒𝑎𝑙𝑡ℎ𝑖 + 𝜀𝑖𝑡 > 0], (25)

where 𝑠𝑒𝑥𝑖 is 1 for men and 0 for women, 𝑖𝑞𝑖 ∧ 𝑤𝑒𝑎𝑙𝑡ℎ𝑖 ∼ 𝑁(0, 4) and 𝜀𝑖 ∼ 𝑙𝑜𝑔𝑖𝑡 (0, 𝜋2
3 ), a

standard logit distribution. I use the Cholesky decomposition to set the covariances. Table 1 shows
the results of estimating the simulated data with a logit model trough 3 cases:

• Case 1: 𝑠𝑒𝑥𝑖 is correlated with 𝑖𝑞𝑖 and 𝑤𝑒𝑎𝑙𝑡ℎ𝑖. All the covariates are positive and 𝛿1 ∧ 𝛿2 ∧
𝛿3 = 1.

• Case 2: sex is uncorrelated with the other covariates, but correlated conditional on y=1.
𝑐𝑜𝑣(𝑠𝑒𝑥, 𝑖𝑞) = 0 and 𝑐𝑜𝑣(𝑠𝑒𝑥, 𝑤𝑒𝑎𝑙𝑡ℎ) = 0 and 𝛿1 ∧ 𝛿2 ∧ 𝛿3 = 1. This is the most
realistic situation in most of the developed world.

• Case 3: sex is uncorrelated with the other covariates, both unconditional and condi-
tional on 𝑦 = 1. There are several ways to achieve this setting 𝑐𝑜𝑣(𝑠𝑒𝑥, 𝑖𝑞) = 0 and
𝑐𝑜𝑣(𝑠𝑒𝑥, 𝑤𝑒𝑎𝑙𝑡ℎ) = 0 and 𝛿1 ∧ 𝛿2 ∧ 𝛿3 = 1. The easiest way to achieve this is by setting
the covariances to 0, 𝛿1 = 1, 𝛿2 = 0, and 𝛿3 = 0.

Table 1 also includes “non-normality” rows. In these, 𝑖𝑞𝑖 and 𝑤𝑒𝑎𝑙𝑡ℎ𝑖 are turned into binary
variables, with 0 as the threshold.

12Because the normal distribution is a stable distribution, linear combinations of it are a 𝑃(𝜐1, ..., 𝜐𝑝) jointly
normal distribution (Abdul-Hamid and Nolan 1998). Therefore, to be more precise, the base assumption is that each
individual �̂�𝑧 is a normal distribution.
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Table 1: Results from the Simulation

𝑠𝑒𝑥𝑖
Estimated Estimated Decomposable
Coefficients Biases Biases

Base RE Full Confounding Rescaling Confounding Rescaling
(1) (2) (3) (4) (5) (6) (7)

Panel A: Case 1
With normality
Logit 1.24 2.40 1.01 1.39 -1.16 1.39 -1.13
LPM 0.15 0.15 0.06 0.09 0.00 0.09 0.00

Without normality
Logit 0.68 0.75 1.00 -0.25 -0.08 -0.25 -0.03
LPM 0.11 0.11 0.15 -0.04 0.00 -0.04 0.00

Panel B: Case 2
With normality
Logit 0.36 1.00 1.00 0.00 -0.64 0.00 -0.62
LPM 0.08 0.08 0.08 0.00 0.00 0.00 0.00

Without normality
Logit 0.87 1.00 1.00 0.00 -0.12 0.00 -0.05
LPM 0.13 0.13 0.13 0.00 0.00 0.00 0.00

Panel C: Case 3
With normality
Logit 1.00 1.00 1.00 0.00 0.00 0.00 0.00
LPM 0.14 0.14 0.14 0.00 0.00 0.00 0.00

Without normality
Logit 0.99 0.99 0.99 0.00 0.00 0.00 0.00
LPM 0.14 0.14 0.14 0.00 0.00 0.00 0.00

Notes: This table shows the result of estimating the data generation process in equation 25 with a logit and linear probability model. In Panel A, all
variables are correlated. In Panel B, variables can only be correlated conditional on college attendance. In Panel C, the variables are uncorrelated,
both unconditional and conditionally on the state of the dependent variable. The tab ”Estimated Coefficients” shows the coefficient of 𝑠𝑒𝑥𝑖 in
a regression without any covariates (column 1); with the uncorrelated residuals from 𝑖𝑞𝑖 and 𝑤𝑒𝑎𝑙𝑡ℎ𝑖 (column 2), and with 𝑖𝑞𝑖 and 𝑤𝑒𝑎𝑙𝑡ℎ𝑖
(column 3). Columns (4) and (5) are the biases. (4) = (2) - (3) and (5) = (1) - (2). Column (6) is the bias explained by the Gelbach decomposition.
It’s the sum of the components of 𝑤𝑒𝑎𝑙𝑡ℎ𝑖 and 𝑖𝑞𝑖. Column (7) is the part explained by the CAR decomposition, which is also the sum of the
𝑤𝑒𝑎𝑙𝑡ℎ𝑖 and 𝑖𝑞𝑖 components of the bias.

Table 1 starts with “Panel A: Case 1”. Column (4) shows that confounding effects exist both
in logit models and in linear probability models (LPM). But the rescaling effects, the bias com-
ponent from removing uncorrelated variables, only exists in the logit model. The sum from the
Gelbach decomposition is reported in column (6). It manages to account for all confounding ef-
fects in both models. On the rescaling bias, while decomposable rescaling is decomposable using
the CAR method, it’s only precise if the variables are normally distributed (because that makes ̂𝜐’s
very likely to be normally distributed conditional on 𝑠𝑒𝑥𝑖 and 𝑐𝑜𝑙𝑙𝑒𝑔𝑒𝑖). Notice that, percentage
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wise, without normality, the CAR decomposition accounts for less than 35% of the rescaling bias,
while with normality almost the full bias is accounted for.

Table 1 “Panel B: Case 2” shows that when the variables are uncorrelated, there is no bias in the
linear model but there is bias in the logit model. The only existing bias is from the logit rescaling;
and, again, only if the normality assumption renders rigor to the CAR decomposition.

Finally, Table 1 “Panel C: Case 3” shows a case where no model is biased. By setting the
correlation to 0, both conditional and unconditional on the state of 𝑦, both models are unbiased.

3.4 Interpretation of the Logit Decomposition

The decomposition of the confounding and the rescaling effects have different interpretations.
Decomposing confounding effects has the same interpretation as the Gelbach (2009) decomposition
in linear models. By accounting for how much each variable from Z explains the sensitivity of X,
we can conclude how much of X’s average effects ( ̂𝛽𝛽𝛽1

𝑓) are explained by each Z, individually.

Figure 1: Distribution of IQ Conditional on Going to College, by Gender
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Notes: This plot shows the distribution of the 𝑖𝑞𝑖 variable from the second case of the data generation process in equation 25, by sex. The panel
on the left shows the unconditional distributions. The central panel shows the distributions conditional on 𝑦 = 0, i.e., not going to college. The
right-hand panel shows the distribution conditional on 𝑦 = 1, i.e., not going to college.

On the other hand, decomposing rescaling effects involves dividing the impact controls have
on the heterogeneity of the treatment effect on the treated. By comprehending which variables
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create the biggest variability in the treatment effect, we can understand the main determinants of
that treatment.13

The rescaling effects result from a correlation between ̂𝜐𝜐𝜐 and 𝑥, conditional on the state of 𝑦
being 1. Because ̂𝜐𝜐𝜐 and 𝑥 are residuals of the auxiliary regressions (6), they would be uncorrelated
if they were not conditioned on the state of 𝑦. Therefore, the CAR decomposition already measures
correlation that occurs only when conditional on the state of 𝑦.
The CAR decomposition is conditioning the correlation of𝑥 and ̂𝜐𝜐𝜐 on the state of 𝑦, therefore con-

ditioning on the state of the outcome. Although the effect of treatment on the log-odds is the same,
the log-odds have a non-linear impact on the probability of 𝑦 in logit, concretely 𝑒𝑥𝑝(log-odds)

1+𝑒𝑥𝑝(log-odds) .
Thus, by observing the correlation following a threshold screening (𝑦 = 1), we can assess the het-
erogeneity of the log-odds effects actually manifesting in the outcome variable. Some variables will
be more decisive than others. Thus, if a variable is extremely important for treatment to materialize
as a change in 𝑦, there should be a high conditional correlation. Otherwise, if a variable is irrelevant
for the heterogeneity, the correlation should be 0 after conditioning on the state of 𝑦, because treat-
ment affected all observations the same way and the pattern was not changed. This characterizes
heterogeneity and allows us to answer the following question: Howmuch does each variable matter
to explain the heterogeneous impact of X on y? (However, we do not detect heterogeneity of treat-
ment in the log-odds nor heterogeneity of the log-odds effect in the predicted probabilities. Instead,
we capture what variables matter to make treatment exacerbated effects on the actual outcome.)

To clarify, I plot simulated data from the data generation process in equation (25). I use Case 2
and focus on the relationship between IQ and sex. In Case 2, we make the (realistic) assumption that
IQ and sex are uncorrelated and both that matter to predict the probability of an individual going to
college. Figure 1 shows density plots of the IQ variable by sex. The distribution and average IQ are
identical for men and women, as would be expected. Nonetheless, conditional on going to college,
men have a higher average IQ than women. Same for individuals who didn’t go to college. This
peculiar situation emerges from the fact that, because men are less prone to go to college, they need
other factors to pass the threshold of variables that determined college admission. Thus, there will
be a correlation conditional on the state of 𝑦.

How does this correlation conditional on the state of 𝑦 (going to college, in the example) embody
heterogeneity? Because being a man (treatment) has an effect dependent on IQ and wealth. To some
men, because their IQ is lower, being amanwill demote them from going to college. Others, because
their IQ is high, won’t be demoted. The same effect of the log-odds is affecting men differently in

13Sometimes, this relationship is so important for the fit of the model that researchers add interaction terms between
𝑥 and some variables of Z. However, interactions will tell us how the effect of 𝑥 on 𝑦 changes conditional on Z, not
how important each Z is at explaining the heterogeneity of the treatment effect.
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the translation of log-odds to the probabilities. In other words, the causal effect of being a man is
the same in both (note that we are not seeing the effect on the log-odds), but the interaction with
other variables will determine if 𝑠𝑒𝑥 was a decisive factor. Is IQ or wealth a more important factor
making sex a decisive factor? That is the heterogeneity being measured. In the next section, I show
an application of the logit decomposition to the minimum wage case.

4 An Application: the Heterogeneity of theMinimumWage Ef-
fect on Displacement

What are the determinants of the displacement effects of the minimum wage (MW)? The
heterogeneous response to MW hike can be divided with the CAR logit decomposition. For that, I
analyse a natural experiment in Portugal.

From 1974 to 1986, 18- and 19-year-oldworkers had a lowerMW. It was 75% of theMWbinding
to 20+ year-old workers. In 1987, that lower MWwas eliminated for constitutional reasons. Thus,
in 1987, only some MW workers had a MW increase. I find that the MW increased the probability
of displacement by 6 percentage points. I further find, by using the CAR logit decomposition, that
the heterogeneity in the MW impact on separations is 65% explained by firms, 28% by the worker,
and 7% by tenure. Thus, the firm where a worker is employed is the most important factor in
determining whether or not he will be displaced because of the MW.

The identification strategy of the MW effect on separations consists in building a logit model
employing a Triple difference methodology (DDD) to identify the MW effect. The DDD compares
workers on three dimensions. (1) Wage: MW workers vs. above MW workers; (2) Age: Teen
workers vs. Young workers; (3) Time: at treatment and post-treatment. This strategy isolates shocks
that are specific to teen MWworkers. The controls include tenure, firm size, firm and worker high-
dimensional fixed effects (FE).

Portuguese MinimumWage Literature

In Portugal, three papers have analysed the 1987 MW natural experiment with a Difference in
Differences methodology, with the following main results:14

• Pereira (2003) finds a negative employment-MW elasticity between −0.2 and −0.4 for
teenagers and a positive employment spillover for 20- to 24-year-old workers. I have, like
Portugal and Cardoso (2006), tried to replicate Pereira (2003) and we couldn’t reach her
results. I reached negative elasticities, but closer to zero;

14In Annex A.4 I further discuss Portugal’s specific wage-setting mechanism that can influence the MW effects.
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• Portugal and Cardoso (2006) find null employment effects for teenagers because both hiring
and separations decreased. Portugal and Cardoso (2006) is particularly important for my the-
sis because they also use a logit model on separations with forward years as counterfactuals;15

• Cerejeira (2008) finds negative employment elasticities between −0.42 and −0.47 for the
directly affected teens, and substitution of low-skill teens for teens above the MW. His results
manage to reconcile a negative effect on the separations of teen MW workers and the null
overall effect found by Portugal and Cardoso (2006).

The distinctive points of this thesis identification strategy are twofold. Firstly, I build a Triple
Difference (DDD) estimator, instead of a Difference in Differences. This allows me to account
for teen-specific trends. In Annex A.3.1, I show their importance to this analysis. Isolating teen
MW workers avoids misclassification issues by not binding together workers that were treated and
workers that weren’t (Jardim et al. (2022); Dube (2018)). Secondly, I have the goal of detecting
the main determinants of the heterogeneous impacts of the minimum wage on separations, within
affected workers (within the teen MW workers of 1986). See Annex A.6 for a deeper literature
review, of where this study fits in the literature.

Figure 2: Evolution of the MinimumWage in Portugal
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Notes: This figure shows the evolution of the nominal national minimum wage of Portugal, from 1980 until 1990, and for all workers at the age
of majority. The minimum wage applicable to 18- to 19-year-old workers was 75% of the MW applicable to 20+ year-old workers. We can see
that the difference ended in 1987. After 1990, 18- and 19-year-old workers have continued having the same minimum wage as non-teen workers.
Only applicable to continental Portugal since the autonomous regions of Madeira and Azores have an independent minimum wage policy. Source:
Instituto Nacional de Estatística (INE).

15Portugal and Cardoso (2006) compare separations in the treatment years with separations after and before. In
section A.2.2 I explain why I don’t use years before 1986.
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4.1 The Natural Experiment

In 1974, theMW lawwas introduced in Portugal, covering all workers 20 years old ormore. Since
then, the MW has undergone several nominal increases (Figure 2) and changes to its age coverage.
Table 2 reports the applicable national MW by age, compared to the adult MW. This thesis focuses
on the bold area of Table 2: when 18- and 19-year-old workers went from receiving 75% of the
MW in 1986 to receiving its full amount in January 1987.16 This policy shift is econometrically
relevant, considering the following aspects:

• It’s a natural experiment that creates a wedge by having different MW increases within
MW workers. MW workers at 20 years old and above became a natural counterfactual for
teen MW workers;

• It’s an exogenous shock imposed by the Constitutional Court;
• It’s a big increase, illustrated in Figure 2. In real terms, the growth rate of the MW was

36.25% for teens (and only 2.19% for adults). The main advantage of a big increase is that it
dilutes identification errors of the MW effect (see Harasztosi and Lindner (2019) analysis of
a 60%MW increase in Hungary). Figure 3 shows the MW impact on the Kaitz index of teens
(Kaitz 1970). After the MW increase, the Kaitz index escalated for teens despite decreasing
for adults.

• There is a small overall incidence: only 0.31% of the workforce was affected. Accordingly,
unemployment effects coming from a decrease in production are less plausible (Gregory and
Zierahn 2020). Therefore, while workers waging close to the minimum wage may suffer
a substitution effect (Cengiz et al. 2019), the upper end of the distribution should remain
uncontaminated, making it a good counterfactual to measure teen trends.

Table 2: Coverage of the MinimumWage by Age

Year
Age

15 16 17 18 19 20+

1979-1986 50% 50% 50% 75% 75% 100%
1987 50% 50% 75% 100% 100% 100%

1988-1997 75% 75% 75% 100% 100% 100%
1998-now 100% 100% 100% 100% 100% 100%

Notes: This table shows the share of the minimum wage received by workers according to their age and year. For example, workers that were 15
years old in 1990 were entitled to 75% of the national minimum wage. In bold are the time frame and age bins of the natural experiment explored in
this thesis. Sources: Diário da República, several issues: (1) Decreto-Lei n.º 440/79, 2𝑛𝑑 article, for the setting of the age percentages in 1979; (2)
Decreto-Lei n.º 69-A/87, 4𝑡ℎ article, for the 1987 changes; (3) Decreto-Lei n.º 411/87, 4𝑡ℎ article, for the 1988 updates; (4) Lei n.º 45/98, unique
article, for the elimination of all age exceptions. Exceptions to the law are detailed in Table 11 of Annex A.4.1.

16This legislative change had several exceptions, outlined in table 11 in Annex A.4.1.
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Figure 3: Kaitz Index by Age Group in Portugal
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Notes: This figure shows the Kaitz index by age group, in the Portuguese private sector, from 1985 to 1989. The Kaitz index is computed as
𝑚𝑖𝑛𝑖𝑚𝑢𝑚 𝑤𝑎𝑔𝑒𝑎𝑔𝑒/𝑚𝑒𝑑𝑖𝑎𝑛 𝑤𝑎𝑔𝑒𝑎𝑔𝑒. Themedian wage for each age group includes all compensations for extra hours and other subsidies.
The sample excludes workers from Madeira or Azores, in the primary sector, with a part-time job and independently employed. The red dashed line
represents the elimination of the teen MW in January 1987 (a status previously granting only 75% of the national MW to workers either 18 or 19
years old). For reference, the dotted black line is the Portuguese Kaitz index in 2019, for all age groups. Sources: Quadros de Pessoal for wage data;
Instituto Nacional de Estatística, for the minimum wage data.

Figure 4 shows the distribution of nominal base wages. In 1986, Figure 4 has two dashed lines,
the teen MW and MW, respectively from the left to the right-hand-side. In 1987, it has one dashed
line, the unique MW to all workers at the age of majority. The increase in wages to the new MW
line in 1987 is visible.17 Furthermore, Figure 4 also shows the existence of wage spillovers: jobs
paying above the MW in 1986 were also pushed to higher wages.

17Yet, some questions about bindingness are legitimate, given the large lumps in the 1987 panel to the left of the MW
line. In Annex A.4.1, I explain the exceptions to the law and show that the MW was in fact binding.
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Figure 4: The Effect of the MinimumWage on the Wage Distribution
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Notes: This figure shows the impact of the minimum wage (MW) on the wage distribution of two groups: teens (18 or 19 years old) and young
workers from 25 to 29 years old. Base wages, which exclude all benefits, overtime payments, and indemnifications, are the ones bound by the MW.
The sample excludes workers fromMadeira or Azores, in the primary sector, with a part-time job and independently employed. The red dashed lines
are the minimum wages; the left line in 1986 is the teen MW. Sources: Quadros de Pessoal for wage data; Instituto Nacional de Estatística, for the
minimum wage data.

4.2 Data

Quadros de Pessoal (QP) is a linked-employer-employee-dataset annually collected by the Min-
istry of Employment, Solidarity and Social Security (MTSSS), with a census to all private firms
with at least one employee in Portugal. QP assembles information at the establishment, firm, and
worker level, with a fictitious ID for each of them (except for personnel on a long leave). Its legally
mandatory nature ensures high response rates. Additionally, the Ministry’s inspectors and the obli-
gation to post the map of wages of the establishment in a public space of that establishment ensures
adherence to the MW and collective agreements and the reliability of the information. Nowadays,
QP collects information about more than 300 thousand firms and almost 3 million workers. See
Annex A.2 for a detailed description of QP variables and Table 3 for relevant descriptive statistics
for this experiment. Until 1993, QP was annually recorded in March.

The QP dataset allows a worker to be reported under two or more different firms simultaneously
if an individual has several jobs. I build an algorithm to select what observations to keep, correctly
dealing with separations. The details are in Annex A.2.1.
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Table 3: Descriptive Statistics

Bins Separations ln(firm size) Tenure Deleted Obs. for the logit TWFE (%) Worker Obs.

Year Wage Age mean sd mean sd mean sd Total Singleton
Perfectly Separation

mean sd
Classified Singleton

1986 MW 18-19 0.27 0.45 3.66 1.48 27.20 18.44 15.21 9.87 5.93 24.23 15.24 9.37
1986 MW 25-29 0.25 0.43 4.41 1.74 80.28 60.51 12.71 8.27 4.84 22.88 14.08 8.82
1986 Above 18-19 0.25 0.43 4.45 1.71 35.80 41.28 18.78 11.26 8.47 27.89 14.07 9.62
1986 Above 25-29 0.22 0.41 5.60 2.35 73.91 54.34 9.90 6.85 3.26 23.34 15.97 9.79
1988 MW 18-19 0.36 0.48 4.24 1.54 26.49 20.25 15.51 10.29 5.82 23.05 14.48 9.05
1988 MW 25-29 0.39 0.49 3.84 1.66 53.45 52.44 11.12 6.64 4.80 14.79 14.68 8.94
1988 Above 18-19 0.38 0.49 4.47 1.73 30.48 42.18 16.57 10.65 6.63 23.02 14.23 9.39
1988 Above 25-29 0.32 0.47 5.09 2.23 62.47 50.82 6.92 4.46 2.58 12.91 16.87 9.72

Notes: This table shows descriptive statistics relevant to the Triple Difference estimator employed in this thesis. The column ”bins” describes the
characteristics of the workers considered. The sample excludes workers from Madeira or Azores, in the primary sector, with a part-time job and
independently employed. A 𝑠𝑒𝑝𝑎𝑟𝑎𝑡𝑖𝑜𝑛 = 1 if a worker employed at firm J is no longer employed at that firm in the following year. Firm size is
in natural logs and tenure is in months. The section ”Deleted Obs. for the logit TWFE” shows the percentage of observations deleted by applying the
necessary restrictions for the estimation of worker and firm fixed effects. ”Singleton” refers to the percentage that is deleted because a given worker
or firm only has one observation. ”Perfectly classified” refers to the percentage that is deleted because a given worker or firm only has separations
or never has separations. The ”Perfectly classified” calculations already exclude singletons. Total is the sum of perfectly classified and singletons.
”Separation singletons” refers to the percentage of separations that are deleted because they are singletons (singleton elimination conditional on
separation). ”Worker observations” is the number of obsevations by worker, from 1986 to 2019, by bin. Source: Quadros de Pessoal.

4.3 Identification of the MinimumWage Effect

Equation (26) is the main specification equation. Separation years refer to the earliest year
involved; for example, 1986 refers to the separations from 86 to 87. It compares workers over
three dimensions: age, wage, and time; it’s a triple difference methodology (DDD). A DDD is
the difference between two Differences in Differences (see Olden and Møen (2022) benchmark
deduction). It also contains two high-dimensional fixed effects and year fixed effects. Thus, it’s
an adaptation of Abowd, Kramarz, and Margolis (1999) AKM model to the binary setting. The
parameter holding the main DDD result is 𝛼88, interpretable as the increase in the propensity of
separation which was due to the MW.

𝑙𝑛 ( 𝑃𝑟(𝑦𝑖𝑡 = 1|𝑋𝑋𝑋)
1 − 𝑃𝑟(𝑦𝑖𝑡 = 1|𝑋𝑋𝑋)) =

2019
∑

𝑡=1987
[𝛽1𝑡𝑡 + 𝛽2𝑡𝑡𝑒𝑒𝑛𝑖𝑡 + 𝛽3𝑡𝑚𝑤𝑖𝑡+

𝛽4𝑡(𝑡 × 𝑡𝑒𝑒𝑛𝑖𝑡) + 𝛽5𝑡(𝑡 × 𝑚𝑤𝑖𝑡) + 𝛽6𝑡(𝑡𝑒𝑒𝑛𝑖𝑡 × 𝑚𝑤𝑖𝑡)+
𝛼𝑡(𝑡 × 𝑡𝑒𝑒𝑛𝑖𝑡 × 𝑚𝑤𝑖𝑡)]+
𝜉1𝑙𝑛(𝑓𝑖𝑟𝑚 𝑠𝑖𝑧𝑒𝐽(𝑖𝑡)𝑡) + 𝜉2𝑡𝑒𝑛𝑢𝑟𝑒𝑖𝑡 + 𝜃𝑖 + 𝜓𝐽(𝑖𝑡) + 𝜀𝑖𝑡

(26)
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𝑊ℎ𝑒𝑟𝑒:

𝑡: Discrete variable of years from 1986 to 2019
𝑖: Worker ID

𝐽 : Firm ID
𝑡𝑒𝑒𝑛𝑖𝑡: Dummy variable, 1 if 18-19 years old, 0 if 25-29
𝑚𝑤𝑖𝑡: Dummy variable, 1 if a worker is on the MW, 0 if on the 40 percentile above MW

𝑓𝑖𝑟𝑚 𝑠𝑖𝑧𝑒𝐽(𝑖𝑡)𝑡: Number of employees in the firm
𝑡𝑒𝑛𝑢𝑟𝑒𝑖𝑡: Number of months working in the 𝐽 firm

𝜃𝑖: Worker fixed effects
𝜓𝐽(𝑖𝑡): Firm fixed effects

𝑋𝑋𝑋: Matrix of all explanatory variables

𝑦𝑖𝑡
⎧{
⎨{⎩

1 , if the worker separated in 𝑡 + 1
0 , if the worker didn’t separate in 𝑡 + 1

See Annex 12.3 for a detailed description of the variables.

I must note that the basic non-interaction terms 𝛽2 and 𝛽3 are not interpretable. Worker and
year fixed effects wipe out most of the observations.18

I estimate model (26) with Stammann (2018) procedure for high-dimensional two-way fixed
effects (TWFE) logit models, controlling for tenure, firm size, firm FE 𝜓𝐽(𝑖𝑡) and, a novelty in the
MW literature, worker FE 𝜃𝑖; an adaptation ofAbowd, Kramarz, andMargolis (1999) to separations.
The estimates are also corrected to the incidental parameter problem (IPP) using the analytical bias
correction derived by Ivan Fernández-Val and Weidner (2016). And because separations represent
around 30% of the observations (see Table 3) I use King and Zeng (2001) rare event bias correction.

The estimation, the bias correction procedures, the computation of the average partial effects, and
other details are found in AnnexA.3. In the rest of this section, I justify my choice of counterfactuals
for teen minimum-wage workers. The counterfactual covers 3 dimensions: time, wage, and age.

Time

A separation occurs when a worker 𝑖 is employed at firm 𝐽 in year 𝑡 but isn’t in the same firm
in 𝑡 + 1. The binary variable 𝑦 is 1 in case of separation and 0 otherwise.

The new MW law was enacted in January 1987. The data was annually collected in March.19

Thus, fluxes from 1986 to 1987 reflect the immediate MW response, from 0 to 3 months. Fluxes
from 1987 to 1988 reflect the impact from 3 to 14 months. I consider the separations from 1988

18See Roth et al. (2022) for the theory behind fixed effects and Differences in Differences. Furthermore, see Bossler
and Gerner (2020) for an application of those principles to the minimum wage case.

19After 1993 it’s collected in October.
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to 1989 free from any treatment effect. Because 𝛼88 is already the difference between separations
of 86/87 and 88/89, holds the MW causal effect from short-run effects. In Annex A.3.2, I test the
usage of year 1991 as a counterfactual and find no statistically significant change.

I employ the DDD with forwarding years, not years before the treatment took place, because
the data from 1985 has an issue that disallows its usage. See Section A.2.2 for an explanation of
the data problem. I look forward to infer the past. This approach is only valid if the dependent
variable (separations) is only affected by the MW in a transitory manner. Hence the usage of the
logit model. Separation rates are not expected to suffer a permanent ceteris paribus impact from
theMW (unlike the share of low-wage workers, for example), regardless of market competitiveness
(see Stigler (1946) model) or the internal organization of a firm. Portugal and Cardoso (2006) have
done something similar in this experiment, where, with a logit model, they compare separations of
1986 with the separations of 1988. Which implies a 1st assumption.

Assumption 1: Only transitory effects
Treatment only has a transitory effect after its implementation.

Assumption 1 substitutes the usual assumption in DDD, “no anticipatory effects”, i.e., the
treatment has no causal effects prior to its implementation. Here, the hypothesis that may break
Assumption 1 is that teens may become less separation prone after the MW raise, caused by either
a simple lay-off of the more separation-prone (demand side) or a substitution effect (supply side)
where more productive teens are encouraged to leave school as a result of the MW hike, driving out
formerly employed teens (these effects were previously found by Neumark and Wascher (1995b)
and Neumark and Wascher (1995a)). I include worker FE to account for this possible issue, as it
allows me to account for the behavior of workers for the rest of their professional lives in the private
sector.

Age

Young MW workers act as a natural counterfactual. Pereira (2003) finds an age spillover to
20-24 year-old workers because firms try to maintain their tenure hierarchy (Doeringer and Piore
1971), and treated teens get older and in the following years. Thus, I use workers between 25-29
years old as counterfactual. Moreover, Annex A.3.2 tests the 20-24 age bin and finds that there is
no statistically significant difference.20

Wage

The MW bin comprises workers whose base wage is within a 5€ bandwidth of the MW. The
20A note on the age of treatment: if I was comparing with years before 1986, 19-year-old workers couldn’t be used

because they would have had a constant MW hike by turning 20 in the following years. However, in the time frame
after 86, which I use, these workers suffer a unique big MW hike.
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above bin includes workers earning above the 40th percentile of base wages from the distribution
of workers above the MW. Furthermore, the percentiles are calculated by age bin.

This counterfactual achieves it because: (1) it’s within age bins, making it time consistent,
which is relevant because the MW starts at different levels by age group; (2) it’s relative to the MW,
reflecting the corollary of Internal Labour Markets (Doeringer and Piore 1971) which states that
workers above theMW are raised for firms to maintain their internal hierarchies; (3) it’s a percentile
of the wages above theMW, not a percentile of thewages, reflecting thewage compression predicted
by Neoclassical theory (Stigler 1946); (4) the low incidence of the MW hike leaves the upper end of
the wage distribution unaffected (as discussed in Section 4.1); (5) finally, I choose the 40th threshold
because teen workers earning the normal MW in 1986 (Figure 4 shows a lump there) were in the
40th percentile, and keep being near the 40th percentile in 1987, after the MW increase.21

The goal of the wage counterfactual is to retrieve a teen trend unaffected by the MWmechanics.
Figure 10, in Annex A.3.1, shows that teen trends in separations are quite relevant.

Assumption 2: Parallel Trends
In the absence of differences in the MW growth, teens and young MW workers would have moved
in parallel lines, after adjusting for teen trends. I test this in Section A.3.2.

Assumption 3: Clustered Standard Errors
I cluster the standard errors (SE) at the worker and year levels, because the treatment assignment
mechanism is clustered on teen MW workers in 1987. See Abadie et al. (2017) for an overview on
clustering SE and Roth et al. (2022) for the difference in differences case.22

4.4 Results on the Average Effect of the MinimumWage

Table 4 shows the results for the parameter that identifies the MW effect, 𝛼88. The Table
reports estimated from 3 models, the full model (26), the base model (27), and the base updated
model, which is the base model (27) with the same sample as the full model (26), which removes
the perfectly classified and singletons. The full model (26) also has average partial effects shown
in column (4). The rest of the coefficients can be seen in Annex A.3.7.

All models show an increase in separation propensity due to the MW. The average partial effect
of the MW is an increase of 6 percentage points in the probability of separation. Regarding the

21I test if paying the full MW was a firm-level policy. I conclude that most medium/large firms held teen workers
earning both MWs.

22For the base models, I use the two-way clustered sandwich estimator in the R package sandwich, and to the full
mode with the 𝐷 variable, I calculate it with Fisher Randomized tests (Fisher 1935; Davison and Hinkley 1997) and
compute the confidence intervals with Hahn (1995) method.
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controls, in Table 4 we can see that firm size and tenure are statistically significant and reduce the
probability of separation.

Table 4: Main Estimates of the Logit models with Separations

Dependent Variable: Logit Models APE from
Separations Base Base updated Full model Full Model
𝑚𝑤 × 𝑡𝑒𝑒𝑛 × 1988 0.21∗ 0.36∗ 0.39∗ 0.06∗

[0.11; 0.30] [0.24; 0.47] [0.25; 0.55] [0.03; 0.08]
𝑙𝑜𝑔(𝑓𝑖𝑟𝑚 𝑠𝑖𝑧𝑒) - - −0.02∗ −0.004∗

[−0.02; −0.02] [−0.004; −0.004]
𝑡𝑒𝑛𝑢𝑟𝑒 - - −0.00∗ −0.0004∗

[−0.00; −0.00] [−0.0004; −0.0004]
(...)
Worker FE No No Yes Yes
Firm FE No No Yes Yes
Updated Sample No Yes Yes Yes
Deviance 1384131.15 1152272.74 61593462.09 -
Num. obs. 1062140 59260884 59260884 -
Num. worker: - - 579236 -
Num. groups: firm - - 678054 -

Notes: ∗ Null hypothesis value outside the confidence interval of 95%, with clustered standard errors by worker and year. This table shows
coefficients from the full model 26, the base model 27, and an updated version of base model that further excludes singletons and perfectly classified
observations (like the full model). Details are in Section A.2. The full model includes all the bias corrections of Section A.3.5. APE are the average
partial effects of the full model, computed as shown in Annex A.3. The sample excludes workers from Madeira or Azores, in the primary sector,
with a part-time job and independently employed. Source: Quadros de Pessoal.

𝑙𝑛 ( 𝑃𝑟(𝑦 = 1|𝑋)
1 − 𝑃𝑟(𝑦 = 1|𝑋)) =

2019
∑

𝑡=1987
[𝛽1𝑡𝑡 + 𝛽2𝑡𝑡𝑒𝑒𝑛𝑖𝑡 + 𝛽3𝑡𝑚𝑤𝑖𝑡

+ 𝛽4𝑡(𝑡 × 𝑡𝑒𝑒𝑛𝑖𝑡) + 𝛽5𝑡(𝑡 × 𝑚𝑤𝑖𝑡) + 𝛽6𝑡(𝑡𝑒𝑒𝑛𝑖𝑡 × 𝑚𝑤𝑖𝑡)
+ 𝛼𝑡(𝑡 × 𝑡𝑒𝑒𝑛𝑖𝑡 × 𝑚𝑤𝑖𝑡)] + 𝜀𝑖𝑡

(27)

Figure 5 reports the difference 𝑡𝑒𝑒𝑛 − 𝑦𝑜𝑢𝑛𝑔 of separation propensity within each wage bin,
using estimates from the bias-corrected equation (26). Thus, a positive number implies a higher
coefficient for teens than for young workers, meaning a higher separation propensity for teens. The
“mw” line incorporates the treated group (teen MW workers from 1986 to 1987) and the line with
workers above the MW is meant to be a correction for teen-specific trends, showing what would
be the evolution of the “mw” line in the absence of the MW increase. Separations from 1986 to
1987 (identified with the red line) show that the difference was higher for MW workers than for
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above MWworkers, indicating an increase in separations of teen MWworkers due to the MW. This
effect fades away after the MW shock, with the above MW workers having a consistently higher
difference.

Figure 5: The MinimumWage Effect on Separation Propensity
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Notes: This figure reports estimates from the full model 26. The differences between the lines are the 𝛼 estimates. Every dot is computed by: the
logit coefficient of teens minus the logit coefficient of young workers, within each wage bin. Thus, a negative value indicates that young workers of
that wage bin are more likely to separate than teen workers. The wage bins refer to workers at the minimumwage (MW) and above the 40th percentile
of wages of workers above the MW. In 1986, the MW for teen workers was 75% lower, so the separations in the red line, which are separations from
86 to 87, show a MW shock to young workers. Control variables: tenure, firm size, worker and firm fixed effects. The bias corrections are found in
Section Section A.3. The MW workers are defined from a bandwidth of 5€ for each side of the nominal MW. The sample excludes workers from
Madeira or Azores, in the primary sector, with a part-time job and independently employed. Source: Quadros de Pessoal.

4.5 The Logit Decomposition Applied

Although I find an increase of 6 percentage points in the probability of separation because of
the MW, that number, both in the logit model and reality, does not apply equally to all teen MW
workers. Some workers are going to be more impacted than others. The effect might vary by firm,
work ethics, et cetera. In Figure 6 we can visualize this heterogeneity in the logit model. Figure
6 represents the estimated impact of the MW on the treatment group. It’s visible that separations
increased because of the MW. Furthermore, it’s clear that the non-linearity of the logit model allows
differently affected workers to have a different MW impact. I use the CAR to see what are the main
variables behind the different materialization of these log-odds effects on actual separations. In
other words, what are the main determinants of whether a worker is greatly affected or just slightly
affected by the MW?
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Figure 6: MinimumWage Heterogeneous Effect on Separations
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Notes: This figure shows the impact of the 1987 elimination of the teen MW on the probability of separation of 18-19 MW workers. The teen MW
was status previously granting only 75% of the national MW to workers either 18 or 19 years old. Its ending emanated a 36.25% increase in MW
to teens at the age of majority. The probabilities are computed from the main logit specification, equation 26. The MW estimate is achieved using a
Triple Difference methodology with time (the ending of teen MW and after), age (teen and young workers), and wage (MW and above MWworkers).
The controls include tenure, firm size, worker and firm high-dimentional fixed effects. Estimates have two bias corrections (corrected from IPP and
rare event bias) both detailed in Annex A.3. Source: Quadros de Pessoal.

To both facilitate the decomposition and to be more computationally efficient (especially for
the average partial effects), I create a 𝐷 variable. This variable is the unique combination of the
variables 𝑡𝑒𝑒𝑛𝑖𝑡, 𝑚𝑤𝑖𝑡 and 𝑡. This modification does not change the results in any way, since the
procedures are equivalent (Olden and Møen 2022). The 𝛼 from model (26) is computed as follows:
first, I take the age differences (teen minus young workers), then the differences of wage bins (MW
minus above), and finally the difference between the years (year 𝑡 minus 1986).

On the auxiliary regressions, the general auxiliary equations (6) becomes (28), (29), (30) and
(31); the general CARs (9) become (32), (33), (34) and (35); the general RE (7) is (36) and the base
and full are the aforementioned (27) and (26), respectively. To decompose the FE, I use Raposo,
Portugal, and Carneiro (2019) method and create indicative matrices𝑀𝑀𝑀1 and𝑀𝑀𝑀2 in equations (30),
(31).

Auxiliary Regressions:

log(firm size) = ΓΓΓ𝑓𝑖𝑟𝑚 𝑠𝑖𝑧𝑒
0 + 𝐷𝐷𝐷ΓΓΓ𝑓𝑖𝑟𝑚 𝑠𝑖𝑧𝑒 + 𝜐𝜐𝜐𝑓𝑖𝑟𝑚 𝑠𝑖𝑧𝑒 (28)

tenure = ΓΓΓ𝑡𝑒𝑛𝑢𝑟𝑒
0 + 𝐷𝐷𝐷ΓΓΓ𝑡𝑒𝑛𝑢𝑟𝑒 + 𝜐𝜐𝜐𝑡𝑒𝑛𝑢𝑟𝑒 (29)

𝑀𝑀𝑀1 ̂𝜃𝜃𝜃 = ΓΓΓ𝜃
0 + 𝐷𝐷𝐷ΓΓΓ𝜃 + 𝜐𝜐𝜐𝜃 (30)
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𝑀𝑀𝑀2�̂�𝜓𝜓 = ΓΓΓ𝜓
0 + 𝐷𝐷𝐷ΓΓΓ𝜓 + 𝜐𝜐𝜐𝜓 (31)

CARs:
𝜐𝜐𝜐𝑓𝑖𝑟𝑚 𝑠𝑖𝑧𝑒 = 𝛿𝛿𝛿𝑓𝑖𝑟𝑚 𝑠𝑖𝑧𝑒

0 + 𝐷𝐷𝐷𝛿𝛿𝛿𝑓𝑖𝑟𝑚 𝑠𝑖𝑧𝑒
1 + 𝑌𝑌𝑌 𝛿𝛿𝛿𝑓𝑖𝑟𝑚 𝑠𝑖𝑧𝑒

2 + 𝑒𝑒𝑒𝑓𝑖𝑟𝑚 𝑠𝑖𝑧𝑒 (32)

𝜐𝜐𝜐𝑡𝑒𝑛𝑢𝑟𝑒 = 𝛿𝛿𝛿𝑡𝑒𝑛𝑢𝑟𝑒
0 + 𝐷𝐷𝐷𝛿𝛿𝛿𝑡𝑒𝑛𝑢𝑟𝑒

1 + 𝑌𝑌𝑌 𝛿𝛿𝛿𝑡𝑒𝑛𝑢𝑟𝑒
2 + 𝑒𝑒𝑒𝑡𝑒𝑛𝑢𝑟𝑒 (33)

𝜐𝜐𝜐𝜃 = 𝛿𝛿𝛿𝜃
0 + 𝐷𝐷𝐷𝛿𝛿𝛿𝜃

1 + 𝑌𝑌𝑌 𝛿𝛿𝛿𝜃
2 + 𝑒𝑒𝑒𝜃 (34)

𝜐𝜐𝜐𝜓 = 𝛿𝛿𝛿𝜓
0 + 𝐷𝐷𝐷𝛿𝛿𝛿𝜓

1 + 𝑌𝑌𝑌 𝛿𝛿𝛿𝜓
2 + 𝑒𝑒𝑒𝜓 (35)

RE:

𝑙𝑛 ( 𝑃𝑟(𝑦𝑖𝑡 = 1|𝑋)
1 − 𝑃𝑟(𝑦𝑖𝑡 = 1|𝑋)) = 𝐷𝐷𝐷𝛽𝛽𝛽𝑅𝐸+ ̂𝜐𝜐𝜐𝜃ΛΛΛ1+ ̂𝜐𝜐𝜐𝜓ΛΛΛ2+ ̂𝜐𝜐𝜐𝑓𝑖𝑟𝑚 𝑠𝑖𝑧𝑒ΛΛΛ3+ ̂𝜐𝜐𝜐𝑡𝑒𝑛𝑚𝑢𝑟𝑒ΛΛΛ4+𝑢𝑢𝑢𝑓𝑢𝑙𝑙 (36)

Table 5: Coefficients for the Logit Decomposition

Variables Coefficients Logit
Year Wage Age Base model RE model Full model

Bi
ns

1986 MW 18-19 -0.01 -0.07 -0.88
1986 MW 25-29 -0.13 -0.22 -0.85
1986 Above 18-19 -0.14 -0.25 -1.00
1986 Above 25-29 -0.33 -0.45 -0.82
1988 MW 18-19 0.38 0.40 -0.19
1988 MW 25-29 0.53 0.58 0.19
1988 Above 18-19 0.48 0.51 -0.02
1988 Above 25-29 0.19 0.18 0.03

N
on
-s
tru
ct
ur
al
va
ria
bl
es

Worker FE No No Yes
Firm FE No No Yes
log(firm size) - - −0.022937
tenure - - −0.002258
res. of firm of size - −0.022937 -
res. of tenure - −0.002258 -
res. of worker - 0.999898 -
res. of firm - 0.999897 -

Notes: In this table, the D coefficients for the DDD and control variables are shown, from the updated sample, without any bias correction. The
full 26, the base 27, and the RE model 36 are estimated with D and no interaction terms. All models are estimated with singletons and perfectly
classified observations removed. The sample excludes workers fromMadeira or Azores, in the primary sector, with a part-time job and independently
employed. Source: Quadros de Pessoal.
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Table 5 shows the results from the updated sample of the base, RE, and full models for the
main 𝐷 bins. All without bias corrections, because in this section I focus on building the basis for
the decomposition. From base to RE we have rescaling effects and from RE to full there are the
confounding effects, by each variable. As expected, Λ̂1 = Λ̂2 = 1 because dependent variables of
the FE auxiliary equations (30) and (31) already have the estimated values, Λ̂3 = ̂𝜉1 and Λ̂4 = ̂𝜉2.
I took the following steps to perform the logit decomposition shown in Table 6:

1. Estimate the TWFE logit Full model (26) with the𝐷 variable instead of the interaction terms,
as explained in Section A.3.4;

2. Estimate the Base model (27) with the MLE, the 𝐷 variable and a sample without singletons
nor perfectly classified workers and firms;

3. Estimate the linear auxiliary regressions (28) (29) (30) (31) and keep both Γ̂’s and ̂𝜐’s;
4. Estimate the RE (36). Keep the Λ̂s;
5. Calculate ̂𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑒𝑑 𝑏𝑖𝑎𝑠 = ̂𝛽𝑅𝐸− ̂𝛽𝑓𝑢𝑙𝑙 = Γ̂𝜃𝑀1 ̂𝜃+Γ̂𝜓𝑀1 ̂𝜓+Γ̂𝑓𝑖𝑟𝑚 𝑠𝑖𝑧𝑒 ̂𝜉1+Γ̂𝑡𝑒𝑛𝑢𝑟𝑒 ̂𝜉2;
6. Estimate the linear auxiliary regressions (32) (33) (34) (35) and keep both ̂𝛿1’s and ̂𝛿2’s;
7. Estimate the precisionmatrix of the assumedmultivariate conditionally normal distribution of

̂𝜐’s using the method of Yuan and Lin (2007) (details in Annex A.3.9). Keep the non-diagonal
terms;

8. Calculate the diagonal terms of the precision matrix with the constraint on equation (23);
9. Calculate the bias conditional on the state of 𝑦:

̂𝑟𝑒𝑠𝑐𝑎𝑙𝑖𝑛𝑔 𝑏𝑖𝑎𝑠 = ̂𝛿𝜃
2

̂𝛿𝜃
1 ̂𝜉𝜃,𝜃 + ̂𝛿𝜃

2( ̂Λ𝜃 − ̂𝛿𝜃
2 ̂𝜉𝜃,𝜃)+ (37)

̂𝛿𝜓
2

̂𝛿𝜓
1 ̂𝜉𝜓,𝜓 + ̂𝛿𝜓

2 ( ̂Λ𝜓 − ̂𝛿𝜓
2 ̂𝜉𝜓,𝜓)+ (38)

̂𝛿𝑡𝑒𝑛
2

̂𝛿𝑡𝑒𝑛
1 ̂𝜉𝑡𝑒𝑛,𝑡𝑒𝑛 + ̂𝛿𝑡𝑒𝑛

2 ( ̂Λ𝑡𝑒𝑛 − ̂𝛿𝑡𝑒𝑛
2 ̂𝜉𝑡𝑒𝑛,𝑡𝑒𝑛)+ (39)

̂𝛿𝑠𝑖𝑧𝑒
2

̂𝛿𝑠𝑖𝑧𝑒
1 ̂𝜉𝑠𝑖𝑧𝑒,𝑠𝑖𝑧𝑒 + ̂𝛿𝑠𝑖𝑧𝑒

2 ( ̂Λ𝑠𝑖𝑧𝑒 − ̂𝛿𝑠𝑖𝑧𝑒
2 ̂𝜉𝑠𝑖𝑧𝑒,𝑠𝑖𝑧𝑒) (40)

4.6 Decomposition Results

Table 6 shows the decomposed 𝐷 coefficients of interest for the triple difference methodology,
i.e., the relevant bins to identify the effect of the MW, shown in the row “minimum wage” (equiv-
alent to the parameter 𝛼88 in the base and full models).

The decomposition is divided by confounding bias under the Gelbach part and rescaling bias
under the CAR part. Notice that the results of the CAR decomposition add up closely to the actual
bias conditional on the state of 𝑦, i.e., column (15) −0.09 is close to column (5) −0.10, implying a
somewhat normal distribution of the residuals of the CAR equations (32), (33), (34) and (35). How-
ever, none of the residuals is normal, they all fail the Shapiro-Wilk test (although firm and worker
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FE get quite close, with p-values near 0.06). But the residuals still resemble normality enough to
enable an approximation of the decomposition. See Annex A.3.10 for some examples of qqplots
and density distributions of the residuals of the auxiliary regressions, which show that ̂𝜐�̂�𝜐�̂�𝜐𝜃 and ̂𝜐�̂�𝜐�̂�𝜐𝜓

are almost normal distributions and tenure ̂𝜐𝑡𝑒𝑛𝑢𝑟𝑒̂𝜐𝑡𝑒𝑛𝑢𝑟𝑒̂𝜐𝑡𝑒𝑛𝑢𝑟𝑒 and log(firm size) ̂𝜐𝑓𝑖𝑟𝑚 𝑠𝑖𝑧𝑒̂𝜐𝑓𝑖𝑟𝑚 𝑠𝑖𝑧𝑒̂𝜐𝑓𝑖𝑟𝑚 𝑠𝑖𝑧𝑒 residuals are closer
to log-normal distributions.

Interpretation of the Decomposition

The interpretation of Table 6 is not direct. The rows are bins/group of workers and the row
“minimum wage” is the triple difference methodology that identifies the MW effect from those
bins. Consider the following insights.

Firstly, the base coefficients in column (1) are the logit log-odds equivalent to that group’s raw
separation rate. Secondly, a positive bias from a control variable implies that its inclusion diminishes
that bin’s attributable part of the separation propensity; the control variable is responsible for that
share of separation propensity.

Thus, when I use Gelbach (2009) decomposition to decompose the MW displacement effect, I
get the differences in the incidence of the MW (that would be biasing the analysis). For example,
omitting worker constant characteristics leads to a smaller MW effect of −0.10, because the MW
affects less productive workers.

Several conclusions can be drawn from the Gelbach part. First, in columns (6) and (7) we see
that both workers and firms had a big role in accounting for the separation rate of a bin. However,
the firm had consistently the highest bias on all bins, making it the most important determinant of
separations, as seen in column (7) (which makes sense, since separations are mostly lay-offs and
hardly any quits (Davis, Faberman, and Haltiwanger 2012)). Secondly, in 1988, it’s possible to see
that teens have similar shares of separations explained by tenure, worker and firm FEs, suggesting
that teens above and at the MW are employed in similar firms, have similar tenure and similar
individual propensity, which validates my assumption of their proximity to control for teen trends.
This assumption has been made before in the MW analysis of Abowd et al. (1997). The positive
contribution of tenure in the confounding bias is also coherent with the empirical fact that workers
who are hired last, are the first to leave the firm (Buhai et al. 2014).
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By using the CAR decomposition, we can see the main determinants of the MW impact on the
probability of separation. The CAR divides the heterogeneity in the MW displacement effects by
measuring how essential each control variable was for the materialization of the logit log-odds in
actual separations in the data.

The heterogeneity is explained as follows: 65% by the firm, 28% by the worker, 7% by tenure,
and almost 0% by firm size. This leads me to conclude that the most important factor to determine
if the effect of the MW in separations is higher or lower is the firm where that worker is employed
at.23

5 Issues and Caveats

In this section, I acknowledge the main downsides of this thesis.

Firstly, although I create a counterfactual that accounts for shocks to teens and to MW workers,
if in 1986 there is any other shock that is specific to the separations of MW teen workers, in my
setting it’s impossible to disentangle it from the MW effects.

Secondly, to include the worker and firm FEs (which warrant validity to Assumption 1 and allow
the decomposition of the MW effect by worker and firm roles for Section 4.6), there is an increase,
albeit not statistically significant, in the coefficient of interest 𝛼. In Table 3 we can see that the
number of singletons that separate diminishes considerably and is inconsistent throughout the bins,
because some bins have more observations from previous years. This asymmetry of deletes is a
caveat of this specification, that increases the estimates, biasing them slightly.

Thirdly, there is selective group bias. Teens are regarded as less resilient workers, making them
potentially more vulnerable to MW increases and not representative of the entire population (Card
1992; Neumark and Wascher 1995b; Allegretto, Dube, and Reich 2011).

Fourthly, a careful estimation of an AKM (Abowd, Kramarz, and Margolis 1999) model should
be made on (at least!) the largest connected set (Abowd, Creecy, and Kramarz 2002). More recent
literature even recommends econometricians go further, and estimate a leave-one-out set (Kline,
Saggio, and Sølvsten 2020). Unfortunately, I cannot do it because computing the largest connected
set would eliminate observations that are critical to the identification of the MW effect. Thus, I
stick with the simplest method and just delete singletons and perfectly classified.

Finally, there are issues in the decomposition. I lack both control variables that follow an exact
normal distribution and formal proof of the interpretation of the rescaling effects.

23Furthermore, I do not confirm the results of some previous literature, like Rama (2001), which has found that the
higher the firm size, the smaller the MW effects, because I find that firm size is not a determinant of the MW effect.
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6 Conclusion

In this thesis, I develop a novel conditional decomposition for the logit model. The decomposition
divides the impact of covariates on structural parameters. Because of a rescaling feature of the
logit model, the decomposition is capable of dividing the importance of each variable at explaining
the heterogeneity of a treatment effect. I apply the decomposition to a minimum wage natural
experiment in 1987 Portugal. The impact of the minimum wage was heterogeneous, and those
differences between workers are explained in 65% by the firm where a worker is employed, 28%
by the worker, and 7% by tenure.

The decomposition can be helpful in future applications. For policy evaluation, it allows
the researcher to detect which factors exacerbate the nefarious/beneficial effects of a policy. With
that information, policymakers could discourage/incentive those factors, helping programs to target
better the treatment group. Any binary problem, like unemployment or being pregnant, can be
studied with a logit and can use the theory here developed.

Notwithstanding, further research is needed. Firstly, the developed decomposition is only an
approximation, which assumes conditional normality of the residuals from regressing the control
variables on the structural variables. This may be improved by generalizing the procedure using
a more malleable distribution, like the Weibull. Secondly, a variance-covariance matrix of the de-
composition’s components must be developed. Thirdly, I provided no formal mathematical proof
for the interpretation of the rescaling effects. Lastly, a natural extension would be applying the
theory developed in this thesis to the multinomial logit case.
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A Annexes

A.1 An R Package for the Logit Decomposition

I built an R package to implement the novel logit decomposition. It’s called “De-
comp”, and it’s ready to be deployed through github. The package has only one function, the
logit_decomposition(), which is pipe friendly. To download it, type in R:

devtools::install_github("Salema-DG/Decomp")

Basic Documentation

Usage:

logit_decomposition(data,
dependent_var,
main_indep_var,
controls,
independent = FALSE)

Arguments:

• data: a data frame, data frame extension (e.g. a tibble), or a lazy data frame (e.g. from dbplyr
or dtplyr);

• dependent_var: the binary dependent variable as an unquoted expression;
• main_indep_var: the main independent variables as an unquoted expression or a character
vector in case of multiple variables;

• controls: the control variables as one or more unquoted expressions separated by commas;
• independent: logical argument. TRUE if the user wished to assume independence between
the control variables, usign equation (12) for the decomposition.

An Example

Take df1 as a tibble with 6 variables: y is a binary variable only with 0’s and 1’s and x, z1,
z2, z3, z4 are normally distributed variables. To perform the decomposition of the bias between
a base model with only x as a dependent variable and a full model with x, z1, z2, z3, z4, we
can type:
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df1 %>% logit_decomposition(y, x, z1, z2, z3, z4, independent = TRUE)

The output on the R console is in Figure 7. The first column indicates the variable, the second
column is the confounding effects (the part decomposable using Gelbach (2009)), the third column
is the rescaling effects, and the last column is the sum of columns two and three. Row 6 is the
estimated bias, which is the coefficient of x from the base model minus the coefficient of x from
the full model. Rows 1 to 4 show the decomposition of the bias by each z variable. Row 5 sums all
variables (rows 1 to 4), and this is the bias explained by the logit decomposition. Notice the first
part is completely explained while the second is an approximation.

Figure 7: Output of the Decomp package

A.2 Data Annex

Quadros de Pessoal (QP) is a linked-employer-employee-dataset annually collected by the
Ministry of Employment, Solidarity and Social Security (MTSSS). QP is collectedwith amandatory
survey to all private firms with at least one employee in Portugal. QP assembles information at the
establishment, firm and worker level, with a fictitious ID for each of them. Worker’s information is
reported for personnel working at the reference week of QP, which was in March until 1993 and in
October in the following years. Workers on short leave are included but workers on long leave are
not; meaning, essentially, that workers on holidays, maternity/paternity leave, strikes, or sickness
are included, but workers in the mandatory military service, which was in place until 2004, weren’t
reported.

Its legally mandatory nature ensures high response rates. Additionally, the Ministry’s inspectors
and the obligation to post the map of wages of the establishment in a public space of that establish-
ment ensures adherence to the MW and collective agreements and the reliability of the information.
Portuguese labour laws mandated the public showing of Quadros de Pessoal. But after the revision
of the “Código de Trabalho” in 2009, it was revoked. Source: Diário da República, subparagraph r)
of n.º 6 of article 12.º of the Law n.º 7/2009 and article 32.º of the Lei n.º 105/2009. Nowadays, QP
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collects information about more than 300 thousand firms and almost 3 million workers. Reported
data includes: the worker’s gender, earnings, hours worked, age, occupation, schooling, admission
data, collective agreement coverage; firm’s industry, size, sales, ownership, legal setting; location
of the establishment, and location of the firm’s headquarters.

Restrictions to the sample for this thesis

This thesis’s sample was built with four main restrictions on QP:

• Eliminate all employees working inMadeira or Azores because theMW of these autonomous
areas is set by their local parliaments. Both Madeira and Azores have a higher MW than
mainland Portugal.

• Exclude agriculture, fishing, and pisciculture (from the primary sector only mining is kept).
These sectors are excluded because of the low reliability of their data, due to the high infor-
mality and seasonality of labour.

• Keep only full-time employees, who are identified directly with a variable about the type of
remuneration, and not by the hours worked in the reference month.

• Keep only dependent employed workers, who are identified directly with a variable about
their professional situation.

For the estimation of the full equation (26), I further restrict the sample with:

• Eliminate singletons, i.e., workers or firms which only appeared once in QP;
• Eliminate perfectly classified, i.e., workers that always separate or never separate, and also
firms that have workers that always separate or never separate.

Description of the variables

• Age (in years). I apply a max mode to the implied sequence of age, to diminish data entry
errors. For example, if a worker is reported to be 40 years old in 1986, 41 in 1987, 40 in
1988, and 43 in 1989, I set the age in 1988 to 42 years old;

• Worker ID. It results from a transformation of the fiscal identifier of each Portuguese citizen.
I apply the algorithm in Annex A.2.1 to select between duplicates;

• Firm ID. Each firm entering QP is assigned a unique identifier number. However, in 2010, a
firm could be assigned a number of a “dead” firm, i.e., the firm ID of firms that closed before
2010 could be recycled to new firms. To partly solve this issue, I reassign the ID of firms
created in 2010 that had the same number as firms that had closed already. Furthermore, if a
firm closes in 2009 and its firm ID is recycled in 2010, there is no way to identify the closure
of the firm with the previous method, so I use the founding year to tackle this issue.
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• Tenure (in years). Just like to age, I apply a max mode to the implied sequence of tenure;
• Firm size. Results from a worker count within each firm after all the restrictions are applied;
• Year. The year of the reference month of QP.
• Wages. This variable is used to identify a minimum-wage and an above-minimum-wage
worker. QP reports several monthly earnings. A researcher can have access to regularly paid
base wage, payments for overtime, regularly paid subsidies (the biggest one is meal subsidy),
extra payment for tenure, and irregular benefits. The MW is binding to the base wage. Using
a full-time equivalence to adapt the base wage to the base hours worked (which are also
reported in QP), I use a 5€ bandwidth to determine if a worker is or not earning the MW.

• Separations. A worker is considered to have separated from a firm if in the following year he
is either outside of QP (either unemployed, self-employed or public servant) or if he is still
in QP but working in a different firm.

• CPI. Because QP was collected in March until 1993 and in October henceforth, the inflation
at the time of collection does not match the yearly reported inflation. Thus, I compute from
monthly CPI retorts an annualized version taking into account the reference month.

A.2.1 The Algorithm for the Worker’s ID

The QP dataset allows a worker to be reported under two or more different firms simultaneously
if an individual has several jobs. It is standard practice to delete these duplicates (all the Portuguese
papers mentioned in Section 4 Literature part do it). However, this approach blunderingly classifies
separations, by assuming that workers that accept another job separate from their current one. Some
Portuguese literature solves this with an algorithm that selects a primary firm to keep, using hours
worked and/or wages.

However, my main goal is to avoid blunderingly classifying separations while also picking the
primary firm. To achieve it, I prioritize continuity, always minimizing the number of separations,
and using worker characteristics only to disentangle ambiguous situations. Figure 8 shows the saved
observations using the algorithm, compared with complete duplicate removal; where it can be seen
that the saved observations are quite common in the period of my analysis. Table 7 has all the
possible situations of duplicates, and the following list refers to them.24

The algorithm:

1. If the duplicates are precisely equal, keep only one;
2. If the firm is the same, sequentially prefer:

24There are also cases, albeit less frequent, of a worker being reported twice or more by the same firm, which I treat
as mistakes.
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Table 7: Example of the Algorithm for Duplicates

(a) 1 before and after

Worker Year Firm
1 2010 100
1 2011 100
1 2011 101
1 2012 100
1 2013 100

(b) 1 before

Worker Year Firm
2 2010 100
2 2011 100
2 2011 101
2 2012 102
2 2013 102

(c) 1 after

Worker Year Firm
3 2010 100
3 2011 101
3 2011 102
3 2012 102
3 2013 102

(d) 2 before and 1 after

Worker Year Firm
4 2010 100
4 2010 101
4 2011 100
4 2011 101
4 2012 101
4 2013 101

(e) 1 before and 2 after

Worker Year Firm
5 2009 100
5 2010 100
5 2011 100
5 2011 101
5 2012 100
5 2012 101

(f) 2 before and after

Worker Year Firm
6 2010 100
6 2010 101
6 2011 100
6 2011 101
6 2012 100
6 2012 101

(g) 1 before and 1 after

Worker Year Firm
7 2009 100
7 2010 100
7 2010 101
7 2011 101

(h) None

Worker Year Firm
8 2009 102
8 2010 100
8 2010 100
8 2011 101

• The higher base wage;
• The higher normal hours worked;

3. If the firm is different, as listed in Table 1, produce the following feedback loop type of
iteration (achieved with the while command in R) that minimizes separations:

• Choose sole matches on (a), (b) and (c);
• Choose the continuing match on (d) and (e);
• If (f) or (g), repeat the previous steps. (f) may become a (c) or (d), and (g) may become
a (b) or (c). Echo until the number of observations for worker i stabilizes. If (f) or (g)
endures the feedback loop, move to step 4;

• If (h) go to step 4;

4. Criteria to cast primary firm:

• The firm with more appearances throughout the years;
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• The one with the higher base wage;
• The higher normal hours worked;

5. To the detritus duplicates of the algorithm, pick randomly.

Figure 8: Algorithm’s Saved Observations
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Notes: This Figure shows the number of observations saved by the algorithm for the selection of duplicates in comparison with removing all worker
duplicates. A worker duplicate is a worker that holds more than one job at the same time. Years from 1986 to 2019. Source: Quadros de Pessoal.

A.2.2 Problems with the year 1985

The aforementioned data algorithm in Section A.2.1 cannot be used for 1985 data because
this year doesn’t have an available worker ID. Subsequently, 1985 will have more observations
than workers, an overcounting. However, in the following years, workers with two or more jobs are
properly selected. The inflated number of observations in 85 disappear in 86, so they are incorrectly
counted as separations. In the DDD methodology, adopting separations from 85 to 86 as the before
counterfactual to the treated separations of 86 to 87 would make treatment artificially shrink in
comparison (because separations of 1985 are wrongly estimated), leading to an underestimation of
the MW effects.25 Figure 9 shows the magnitude of this issue. On the left-hand side, we see the
absolute change in observations before and after sample restrictions are applied and on the right-
hand side its variation rate.

25If instead of the algorithm, the econometrician resorts to the complete duplicate elimination, this problem is exac-
erbated.
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Another problem is connecting workers from 1985 to 1986. Because the ID is not consistent, one
must use firm ID and other worker’s characteristics to connect the workers. However, I attempted
this method but only managed to connect a smaller percentage of workers, and lose all the workers
that change firm in 1985.

Figure 9: Data Issue of 1985
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Notes: This figure shows the data cleaning of Quadros de Pessoal for 1985. The panel on the left shows the raw number of observations, before and
after cleaning. The panel on the right shows the variation in percentages of the data from raw to clean. Because 1985 misses the cleaning of the
duplicates by worker ID, has an inflated number of observations compared to the following years. All years have cleaning based on absurd values
of tenure, age, further restrictions to full-time workers, dependent-employed workers, workers in the primary sector, workers with a job in Madeira
or Azores.

Can this sampling issue be corrected?

The problem of overcountingworkers can’t be overcomewith Dubin and Rivers (1989) sampling
bias correction (which is the logit model equivalent of the Heckman (1979) model). Firstly, there
isn’t a pattern of duplicates to be discovered, since there is only one problematic year. Secondly,
because the issue is not about “data missingness”, I would need to adapt Dubin and Rivers (1989)
model.
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A.3 Empirical Application and Strategy

A.3.1 Teen Trends

This Annex argues that there are teen-specific trends that, if otherwise not accounted, will bias
this thesis’s analysis. To do so, I semi-replicate and extend the time-frame of a Poisson regression
done by Portugal and Cardoso (2006). Figure 10 plots the change, compared with 1986, of the share
of teens (18 and 19 years old) in all separations within young workers from 18 to 30 years old. The
share is controlled for firm size, market concentration and sector. For example, in 2011 the share
of teens in total young workers separations was half of what it was in 86.

Figure 10: Teen Share of Young Workers’ Separations
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Notes: This Figure shows the percentual change, compared with 1986, of the share of teens in all separations within young workers from 18 to 30
years old. Teens are considered between 18 and 19 years old. The coefficients are from the log Poisson regression 41, which is controlling for firm
size, market concentration and sector. The Herfindahl index is used to measure market concentration and firm size is in the natural log. The sample
excludes workers from Madeira or Azores, in the primary sector, with a part-time job and independently employed. Source: Quadros de Pessoal.

𝑡𝑒𝑒𝑛 𝑠𝑒𝑝𝑎𝑟𝑎𝑡𝑖𝑜𝑛𝑠𝑗𝑡
𝑦𝑜𝑢𝑛𝑔 𝑠𝑒𝑝𝑎𝑟𝑎𝑡𝑖𝑜𝑛𝑠𝑗𝑡

= 𝑒𝑥𝑝{𝜗0+
2019
∑

𝑡=1987
[𝜗1𝑡𝑡]+𝜗2𝑙𝑜𝑔(𝑓𝑖𝑟𝑚𝑠𝑖𝑧𝑒𝑗𝑡)+𝜗3𝐻𝑆(𝑗)𝑡+𝜙𝑆(𝑗)+𝑢𝑗𝑡}

⇔ 𝑙𝑜𝑔(𝑡𝑒𝑒𝑛 𝑠𝑒𝑝𝑎𝑟𝑎𝑡𝑖𝑜𝑛𝑠𝑗𝑡) = 𝜗0 +
2019
∑

𝑡=1987
[𝜗1𝑡𝑡] + 𝜗2𝑙𝑜𝑔(𝑓𝑖𝑟𝑚 𝑠𝑖𝑧𝑒𝑗𝑡) + 𝜗3𝐻𝑆(𝑗)𝑡

+ 𝜙𝑆(𝑗) + 𝑙𝑜𝑔(𝑦𝑜𝑢𝑛𝑔 𝑠𝑒𝑝𝑎𝑟𝑎𝑡𝑖𝑜𝑛𝑠𝑗𝑡) + 𝑢𝑗𝑡, (41)
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where 𝑡 are the years 𝑗 are firms, 𝑆 are the sectors, 𝑓𝑖𝑟𝑚𝑠𝑖𝑧𝑒𝐽 is the number of employees,𝐻𝑆(𝑗) is
theHerfindahl index and𝜙𝑆(𝑗) are FE of sectors estimated as dummies. 𝑙𝑜𝑔(𝑦𝑜𝑢𝑛𝑔𝑠𝑒𝑝𝑎𝑟𝑎𝑡𝑖𝑜𝑛𝑠𝐽𝑡)
is the exposure variable.

The estimates in Figure 10 are the time dummies 𝜗1𝑡 from equation (41), which is a Poisson
regression estimated with maximum likelihood. It’s clear that teens share in separations is not
constant.

A.3.2 Robustness Checks

Table 8: Robustness and Falsification Tests for the Uncontrolled Specification

Nº Description of the test
DDD 𝛼 estimate

p-value
95% confidence interval

(stand. error) lower bound upper bound

Base Estimates
0.2077 < 0.001 0.1130 0.3024(0.0483)

Robustness Checks

1
Besides MW workers, include workers 0.2176 < 0.001 0.1461 0.2892
below MW in the treatment group (0.0376)

2
Control age bin changed to 0.1512 0.003 0.0597 0.2426
age 20-24, instead of 25-29 (0.0466)

3
Dependent variable changed to 0.1413 0.005 0.0431 0.2395

”worker leaves QP in the following year” (0.0510)

4
Control year changed to 0.2053 < 0.001 0.1163 0.2944
1991, instead of 1988 (0.0454)

5
Bandwidth changed to 0.3774 < 0.001 0.2345 0.5204

2€ each side (0.0729)

Falsification Tests

6
Treatment age changed to 0.0539

0.0617 −0.0026 0.1105
25-29 and the control to 30-34 (0.0288)

7
Treatment wage bin changed to 0.0390

0.4250 −0.0569 0.1349
”between the MW and below the 40 percentile” (0.0489)

All p-values and confidence intervals are calculated with cluster robust standard errors at the worker and bins level (more details in
Section 5 ).

This section checks the robustness of the estimates of the minimum wage effect on displacement.
Table 8 reports estimates from the key parameter 𝛼88 of the DDD model (27) in a number of ro-
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bustness and falsification tests:26

1. Themost relevant one. It verifies whether the imperfect bindingness of the natural experiment
was selective, i.e., employers raised to theMW less separation-proneworkers and left workers
with higher separation proclivity below the MW, breaking Assumption 1. The 𝛼 coefficient
barely changes and it’s not statistically different from the base parameter, rejecting the latter
hypothesis;

2. To check the robustness of the age counterfactual. The 𝛼 coefficient is lower but not statisti-
cally different from the base parameter;27

3. To check the differences between having “worker leaves QP in the following year” instead of
separations as the dependent variable. The 𝛼 coefficient is lower but not statistically different
from the base parameter;

4. Meant to further test Assumption 1. The 𝛼 coefficient barely changes and it’s not statistically
different from the base parameter;

5. Meant to further test the big bandwidth size is an issue. Normally, the bandwidth is smaller. I
extended it to 5€ because in 1987 many workers were “around”/below the MW, and I wanted
to keep them in the analysis. The 𝛼 coefficient is lower but not statistically different from the
base parameter;

6. To test whether a causal effect between age groups not affected by the treatment is detected
by this research design. The 𝛼 coefficient is not statistically different from 0.

7. Meant to test whether a causal effect between wage groups not directly affected by the treat-
ment is detected by this research design. The 𝛼 coefficient is not statistically different from
0.

A.3.3 Verifying Assumption 2: Parallel Trends

From Figures 11 and 5 we see that parallel trends hold after the policy is implemented, both
in the base and the full model. A well-specified DDD/DiD maintains the after-treatment parallel
trend both in the controlled and uncontrolled models. When only the magnitude of their differences
changes and parallel trends hold both in the base and full model it implies robustness of the counter-
factual group. It means that is good enough to encompass most changes by itself (see more reasons
in Roth et al. (2022)).

26I use the unconditional benchmark because the controlled one is easier to falsely pass a falsification test since the
fixed effects “smoothen” the results.

27Leaving no confirmation in favor of Pereira (2003) and her findings of age spillovers.
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Figure 11: Triple Difference of Separation propensity: Base Values
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Notes: This figure reports estimates from the full model 27. The differences between the lines are the 𝛼 estimates. Every dot is computed by: the
logit coefficient of teens minus the logit coefficient of young workers, within each wage bin. Thus, a negative value indicates that young workers
of that wage bin are more likely to separate than teen workers. The wage bins refer to workers at the MW and above the 40th percentile of wages
of workers above the MW. In 1986, the MW for teen workers was 75% lower, so the separations in the red line, which are separations from 86 to
87, show a MW shock to young workers. Control variables: tenure, firm size, worker and firm fixed effects. The MW workers are defined from a
bandwidth of 5€ for each side of the nominal MW. The sample excludes workers from Madeira or Azores, in the primary sector, with a part-time job
and independently employed. Source: Quadros de Pessoal.

A.3.4 Estimation

To estimate (26) I compute dummies for all combinations of the dummies (a variable 𝐷, which
also contains year fixed effects as dummies) because it’s less computationally heavy than computing
interaction terms. It is also easier to compute the Average Partial Effects for each coefficient. This
modification does not change the results in any way, since the procedures are equivalent (Olden
and Møen 2022). The 𝛼 from model (26) is computed as follows: first, I take the age differences
(teen minus young workers), then the differences of wage bins (MW minus above), and finally the
difference from the years (year 𝑡 minus 1986). Second, not all workers in QP are included in the
sample. Besides perfectly classified and singletons being eliminated, only workers that at any given
moment pass by a bin relevant to the analysis keep their ID, while the other workers get a common
worker ID (this is done for computational reasons). 579 235 different workers pass through some
of the interest groups. All the others have a common worker ID. The FE are estimated until 2019
to diminish IPP by catching the maximum number of years possible for each worker.

I use the logit model because, in antinomy with Linear probability models (LPM), it allows
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for the MW impact on the probability of separation to vary from worker to worker.28 I.e., the 0.39
logit log-odds effect of the MWwill translate into different impacts on the probability of separation
𝑃𝑟(𝑠𝑒𝑝𝑎𝑟𝑎𝑡𝑖𝑜𝑛𝑠𝑖𝑡 = 1|𝑋𝑋𝑋) (hence the common usage of APE for interpretation), depending on
the other covariates (𝑙𝑜𝑔(𝑓𝑖𝑟𝑚 𝑠𝑖𝑧𝑒𝐽(𝑖𝑡)𝑡), 𝑡𝑒𝑛𝑢𝑟𝑒𝑖𝑡, firm 𝜓𝐽(𝑖𝑡) and worker FE 𝜃𝑖), because the
relationship between the probability of separation and the log-odds is a standard logistic density
function.

Fixed Effects

Model (26) has worker and firm FE to mirror an AKM (Abowd, Kramarz, and Margolis 1999) to
the separation paradigm. FEs will capture all firm and worker characteristics that are constant over
time, even if not observed.29 With the FEs inclusion, I must delete all singleton observations and
all perfectly classified observations (workers/firms with only 1s or 0s in the dependent variable 𝑦.
Singletons are removed because it’s impossible to retrievemeaningful information about the average
behavior of a worker from one observation, and I justify why perfectly classified observations are
removed in the next sub-section A.3.5. Model (26) can theoretically be estimated using dummies
for each firm and worker, but it’s not computationally feasible. Thus, I use Stammann (2018) for
the estimation of model (26).

A.3.5 Bias Corrections

Incidental Parameter Problem

Parameters estimated with a Maximum Likelihood Estimator will have a bias discovered by
Neyman and Scott (1948) (OLS included). In a simple cross-section, this bias can be asymptotically
approximated, using the Taylor series, to IPP bias = number parameters

sample size (deduction in Iván Fernández-
Val and Weidner (2018)30). Normal parameters are consistent in the light of this estimator. But if
it’s an incidental parameter, which FE are, (parameters whose dedicated sample does not increase
with a sample increase) it’s inconsistent. For example, if a worker FE is included, increasing the
number of workers in a sample does not decrease the number of observations captured by each
worker FE parameter. Only when increasing the number of years worker FE are consistent (see

28Moreover, LPM are also inappropriate due to heteroskedasticity and, most importantly, due to bad fit, creating
meaningless estimates that exceed the 0 to 1 bound of probabilities (Wooldridge 2010).

29This is the main reason why education is not inserted into the equation. Although QP provides this information, it
has some mistakes that need to be corrected using max mode, as recommended by BPlim (Bank of Portugal Microdata
Research Laboratory). This makes education constant by worker, and wiped out by worker FE (Wooldridge 2010).

30Iván Fernández-Val andWeidner (2018) does a mash-up of all the deductions up to 3 FE and even unbalanced, mak-
ing the IPP bias formula far more complex than the latter. On the Fixed T vs. non-fixed T deductions, Iván Fernández-
Val and Weidner (2018) recommends the econometrician to follow the methods more easily available for each, because
they are quite similar. Thus, although the paradigm of Phillips and Moon (1999) and Botosaru and Muris (2017) to
unbalanced panels are more appropriate, I stick to Ivan Fernández-Val and Weidner (2016)
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Lancaster (2000) for a good review of IPP in panel data). So, if the number of years is not high
enough, worker FE is biased and will contaminate all structural parameters.

Think of the IPP from the perspective of the Law of Large numbers: worker FE, just like
structural parameters, need a sufficiently high sample to correctly perform statistical inference. In
the case of Abowd, Kramarz, and Margolis (1999), which I adapt to logit, we need a high number
of years so that worker FE 𝑡ℎ𝑒𝑡𝑎𝑖 and firm FE 𝜓𝐹(𝑖,𝑡) have a large enough sample (in the case
of firm FE, a higher firm size also helps its estimation). The biggest problem with the IPP relies
on workers. In logit, the problem is greatly exacerbated. That’s why the perfectly classified are
eliminated, because of the IPP: all 1’s would make the FE +∞ and all 0’s −∞.

To correct the IPP issues, I use the analytical bias correction derived by Ivan Fernández-Val
and Weidner (2016) but employ it with the method of alternating projections of Czarnowske and
Stammann (2019). For the bias correction to be valid, a certain average number of observations by
bin must be in place. The average worker appearances per bin are between 14 and 17, as can be seen
in Table 3, which is sufficient by the simulations of Czarnowske and Stammann (2019).31 Finally,
I delete observations of workers and firms that show feedback in the FE. Because some workers
and firms have high levels of collinearity their FE become ridiculously high and cancel each other,
from a feedback effect (Czarnowske and Stammann 2019). It’s an easy situation to detect because
the FE gets huge negative values on one of the FEs and huge positive values on the other, −50 on
worker FE and 50 on firm FE for example. Less than 150 observations relevant to the DDD are
eliminated. After I delete them I re-estimate the models, this time free from this collinearity issue.

Rare event bias correction

Separations are consistently below a 50% rate (see Table 3), and logit models perform worse
whilst facing this Rare Event Problem.32 To tackle this issue I employ the posterior rare event bias
correction developed by King and Zeng (2001). I use equation (42) to find the bias that I later
subtract from the ̂𝛽𝛽𝛽s. Because of the FE, equation (42) is computationally heavy, so I use Gaure
(2013) method to estimate a high-dimensional linear weighted least-squares with worker and firm
FE, with 𝜍 as the dependent variable.

𝑏𝑖𝑎𝑠( ̂𝛽𝛽𝛽) = (𝑋𝑇 𝑊𝑋)−1𝑋𝑇 𝑊𝜍, (42)

where ̂𝛽𝛽𝛽 are the IPP bias-corrected TWFE logit structural parameters; 𝜍 = 0.5 ̂𝑝𝑖𝑡𝑄𝑣𝑣; 𝑄𝑣𝑣 are the
31The quality of bias correction will not only be influenced by the average number of observations, but also by the

specific pattern of the dataset.
32Contrary to the name, the issue isn’t in the rarity, but rather in the possibility of a small absolute number of events.

A thousand observations with 10 events is bad, but a million with 10000 events is great. Therefore, the larger problem
relies in the estimation of the FEs which then contaminate the bins’ coefficients
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diagonal elements of 𝑄 = 𝑋(𝑋𝑇 𝑊𝑋)−1𝑋𝑇 ; 𝑊 is a diagonal matrix of ̂𝑝𝑖𝑡(1 − ̂𝑝𝑖𝑡); and ̂𝑝𝑖𝑡 the
predicted probabilities.

A.3.6 Average Partial Effects

Log-odds have a difficult interpretation besides the “propensity to separate”. The level of all the
control variables and FEs of model (26) will impact the probability entailed by the logit log-odds
because of the non-linearity of logit. I use APEs, the average probability effect of a given variable
on this specific sample.33 Also, in logit models, the distribution of the residuals has a rescaling
effect on parameters (Mood (2009), section 2 explains it). Then, the discrete variable bins 𝐷 may
absorb different parts of the residual per level, having a different rescaling and compromising group
comparisons between the bins. A literature of complex methods to allow group comparisons ex-
ists (see Allison (1999) and Williams (2009)), but the most useful and simplest method is found
in Wooldridge (2010): use APEs. The differences in rescaling get diluted, becoming close to ir-
relevant. Moreover, the FEs also absorb differences in the unobserved constant firm and worker
components in the residuals, diminishing the differences in rescaling (Halaby 2004). And for the
covariance matrix of the APEs I use the finite sample estimator by Cruz-Gonzalez, Fernández-Val,
and Weidner (2017).

Partial Effects on Separations

The true probability of separation from model (26) is:

𝑝𝑖𝑡 =𝑃𝑟(
2019
∑

𝑡=1987
[𝛽1𝑡𝑡 + 𝛽2𝑡𝑡𝑒𝑒𝑛𝑖𝑡 + 𝛽3𝑡𝑚𝑤𝑖𝑡+

𝛽4𝑡(𝑡 × 𝑡𝑒𝑒𝑛𝑖𝑡) + 𝛽5𝑡(𝑡 × 𝑚𝑤𝑖𝑡) + 𝛽6𝑡(𝑡𝑒𝑒𝑛𝑖𝑡 × 𝑚𝑤𝑖𝑡)+
𝛼𝑡(𝑡 × 𝑡𝑒𝑒𝑛𝑖𝑡 × 𝑚𝑤𝑖𝑡)]+
𝜉1𝑙𝑛(𝑓𝑖𝑟𝑚 𝑠𝑖𝑧𝑒𝐽(𝑖𝑡)𝑡) + 𝜉2𝑡𝑒𝑛𝑢𝑟𝑒𝑖𝑡 + 𝜃𝑖 + 𝜓𝐽(𝑖𝑡) ≤ 𝑢𝑖𝑡)

(43)

Because 𝑢𝑖𝑡 is coerced into a standard logit distribution 𝜀𝑖𝑡 ∼ 𝑙𝑜𝑔𝑖𝑡𝑖𝑐(0, 𝜎2
𝜀):

𝑃𝑟(𝑦𝑖𝑡 = 1|𝑋𝑋𝑋) =𝐹(
2019
∑

𝑡=1987
[𝛽1𝑡𝑡 + 𝛽2𝑡𝑡𝑒𝑒𝑛𝑖𝑡 + 𝛽3𝑡𝑚𝑤𝑖𝑡+

𝛽1𝑡(𝑡 × 𝑡𝑒𝑒𝑛𝑖𝑡) + 𝛽2𝑡(𝑡 × 𝑚𝑤𝑖𝑡) + 𝛽3𝑡(𝑡𝑒𝑒𝑛𝑖𝑡 × 𝑚𝑤𝑖𝑡)+
𝛼𝑡(𝑡 × 𝑡𝑒𝑒𝑛𝑖𝑡 × 𝑚𝑤𝑖𝑡)]+
𝜉1𝑙𝑛(𝑓𝑖𝑟𝑚 𝑠𝑖𝑧𝑒𝐽(𝑖𝑡)𝑡) + 𝜉2𝑡𝑒𝑛𝑢𝑟𝑒𝑖𝑡 + 𝜃𝑖 + 𝜓𝐽(𝑖𝑡))

(44)

33Some authors call this Average Medium Effects (Mood 2009). I’m using Wooldridge (2010) naming.
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Where 𝐹 is the standard logit cumulative probability function and 𝑃𝑟() the estimated probability.
Thus, the partial effects of the continuous variables:

𝜕𝑃𝑟(𝑦𝑖𝑡 = 1|𝑋𝑋𝑋)
𝜕𝑓𝑖𝑟𝑚 𝑠𝑖𝑧𝑒𝑖𝑡

= 𝜕𝐹(𝑋𝛽)
𝜕𝑓𝑖𝑟𝑚 𝑠𝑖𝑧𝑒𝑖𝑡

= 𝜕𝐹(𝑋𝛽)
𝜕𝑋𝐵

𝜕𝑋𝛽
𝜕𝑓𝑖𝑟𝑚 𝑠𝑖𝑧𝑒𝑖𝑡

= 𝑓(𝑋𝛽)𝜉1

𝜕𝑃 𝑟(𝑦𝑖𝑡 = 1|𝑋𝑋𝑋)
𝜕𝑡𝑒𝑛𝑢𝑟𝑒𝑖𝑡

= 𝜕𝐹(𝑋𝛽)
𝜕𝑡𝑒𝑛𝑢𝑟𝑒𝑖𝑡

= 𝜕𝐹(𝑋𝛽)
𝜕𝑋𝐵

𝜕𝑋𝛽
𝜕𝑡𝑒𝑛𝑢𝑟𝑒𝑖𝑡

= 𝑓(𝑋𝛽)𝜉2

where 𝑓() is the standard logit density distribution and 𝑋𝑋𝑋𝛽𝛽𝛽 represents all variables. And for the
discrete variables, exemplified for 𝛼88 (the DDD coefficient of interest):

𝐹(𝑋𝛽) − 𝐹(𝑋𝛽 − 𝛼88)

From the partial effects, we can apply an average and compute the average partial effects. Table 4
shows the APE’s of 𝛼88, 𝑓𝑖𝑟𝑚 𝑠𝑖𝑧𝑒𝑖𝑡 and 𝑡𝑒𝑛𝑢𝑟𝑒𝑖𝑡:

𝐴𝑃𝐸𝑀𝑊 = ∑ 𝐹(𝑋𝛽) − 𝐹(𝑋𝛽 − 𝛼88)
𝑁1

𝐴𝑃𝐸𝑓𝑖𝑟𝑚 𝑠𝑖𝑧𝑒 = ∑ 𝑓(𝑋𝛽)𝜉1
𝑁

𝐴𝑃𝐸𝑡𝑒𝑛𝑢𝑟𝑒 = ∑ 𝑓(𝑋𝛽)𝜉2
𝑁

where 𝑁 is the number of observations and 𝑁1 is the number of observations used to estimate 𝛼88.

A.3.7 Full Coefficients Results

This section shows all the coefficients from the main regression of the empirical application.
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Table 9: Full Models estimated with the 𝐷 variable.
Year Wage Age Full Model without Bias Corrections Bias-Corrected Full Model
1991 MW 25-29 −0.05∗ −0.06∗

[−0.08; −0.02] [−0.10; −0.03]
1986 MW 25-29 −0.85∗ −0.75∗

[−0.88; −0.81] [−0.79; −0.72]
1992 Above 25-29 0.18∗ 0.15∗

[0.17; 0.20] [0.13; 0.16]
1991 Above 25-29 −0.07∗ −0.08∗

[−0.09; −0.06] [−0.10; −0.07]
1987 Above 25-29 −0.16∗ −0.17∗

[−0.18; −0.14] [−0.19; −0.15]
1988 MW 25-29 0.19∗ 0.15∗

[0.16; 0.23] [0.11; 0.18]
1994 Above 25-29 −0.09∗ −0.09∗

[−0.10; −0.07] [−0.11; −0.08]
1988 Above 25-29 0.03∗ 0.01

[0.01; 0.05] [−0.01; 0.02]
1986 Above 25-29 −0.82∗ −0.74∗

[−0.84; −0.80] [−0.76; −0.72]
1993 MW 25-29 0.65∗ 0.57∗

[0.62; 0.69] [0.53; 0.61]
1987 MW 25-29 −0.07∗ −0.09∗

[−0.10; −0.03] [−0.12; −0.05]
1993 Above 25-29 0.63∗ 0.55∗

[0.62; 0.65] [0.54; 0.57]
1992 MW 18-19 −0.01 −0.03

[−0.07; 0.05] [−0.09; 0.02]
1991 Above 18-19 −0.09∗ −0.10∗

[−0.14; −0.04] [−0.15; −0.05]
1988 Above 18-19 −0.02 −0.05

[−0.09; 0.04] [−0.11; 0.02]
1994 MW 25-29 −0.01 −0.03

[−0.05; 0.02] [−0.06; 0.01]
1991 MW 18-19 −0.36∗ −0.34∗

[−0.41; −0.30] [−0.40; −0.29]
1987 MW 18-19 −0.41∗ −0.39∗

[−0.47; −0.35] [−0.45; −0.32]
1994 MW 18-19 −0.03 −0.05

[−0.09; 0.03] [−0.11; 0.01]
1987 Above 18-19 −0.20∗ −0.21∗

[−0.27; −0.13] [−0.28; −0.14]
1986 MW 18-19 −0.88∗ −0.79∗

[−0.95; −0.81] [−0.86; −0.72]
1994 Above 18-19 0.34∗ 0.27∗

[0.29; 0.38] [0.23; 0.32]
1993 MW 18-19 0.51∗ 0.43∗

[0.45; 0.58] [0.37; 0.50]
1992 MW 25-29 0.22∗ 0.18∗

[0.18; 0.25] [0.14; 0.21]
1988 MW 18-19 −0.19∗ −0.19∗

[−0.25; −0.12] [−0.26; −0.12]
1992 Above 18-19 0.38∗ 0.32∗

[0.34; 0.43] [0.27; 0.36]
1993 Above 18-19 0.98∗ 0.84∗

[0.93; 1.03] [0.79; 0.89]
1986 Above 18-19 −1.00∗ −0.88∗

[−1.05; −0.95] [−0.93; −0.83]
log(firm size) −0.02∗ −0.02∗

[−0.02; −0.02] [−0.02; −0.02]
tenure −0.00∗ −0.00∗

[−0.00; −0.00] [−0.00; −0.00]
Deviance 61593462.09 61593462.09
Num. obs. 59260884 59260884

Num. groups: worker 579236 579236
Num. groups: firm 678054 678054

∗ Null hypothesis value outside the confidence interval of 95%. Standard errors are calculated
with clusters on workers, firms and bins. With bias corrections.
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Table 10: APE from bias-corrected full model.

Year Wage Age APE
1991 MW 25-29 -0.01094e-02***
1986 MW 25-29 −1.107𝑒 − 01∗∗∗

1992 Above 25-29 2.625e-02***
1991 Above 25-29 -1.396e-02***
1987 Above 25-29 -2.813e-02***
1988 MW 25-29 2.571e-02***
1994 Above 25-29 -1.570e-02***
1988 Above 25-29 1.087e-03
1986 Above 25-29 -1.091e-01***
1993 MW 25-29 1.073e-01***
1987 MW 25-29 -1.468e-02***
1993 MW 25-29 1.046e-01***
1992 MW 18-19 -5.893e-03
1991 Above 18-19 -1.713e-02***
1988 Above 18-19 -8.103e-03
1994 MW 25-29 -4.414e-03
1991 MW 18-19 -5.546e-02***
1987 MW 18-19 -6.189e-02***
1994 MW 18-19 -8.550e-03
1987 Above 18-19 -3.491e-02***
1986 MW 18-19 -1.148e-01***
1994 Above 18-19 4.965e-02 ***
1993 MW 18-19 7.978e-02***
1992 MW 25-29 3.118e-02 ***
1988 MW 18-19 -3.171e-02 ***
1992 Above 18-19 5.784e-02 ***
1993 Above 18-19 1.643e-01 ***
1986 Above 18-19 -1.251e-01 ***

log(firm size) -4.010e-03 ***
tenure -3.864e-04 ***

∗∗∗ 𝑝 < 0.01, ∗∗ 𝑝 < 0.05, ∗ 𝑝 < 0.1. Standard errors are in parenthesis and calculated with clusters on workers,
firms and bins. With bias corrections.

A.3.8 Demonstration Linear Gelbach

This annex proves the Gelbach decomposition in a linear setting, the one that is extrapolated to the
logit model and used in table 6. Equation (45) is similar to equation (26) but with separations 𝑦𝑖𝑡
directly as a dependent variable (and the change for the𝐷𝐷𝐷 variable.

Y = D𝛽𝛽𝛽𝐿𝑃𝑀 + firm size 𝜉𝜉𝜉𝐿𝑃𝑀
1 + tenure 𝜉𝜉𝜉𝐿𝑃𝑀

2 + M1𝜃𝐿𝑃𝑀 + M2𝜓𝐿𝑃𝑀 + u𝐿𝑃𝑀 (45)
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Because linear methods and will estimate ̂𝛽 ̂𝛽 ̂𝛽𝐸 [[𝐷𝐷𝐷′𝐷𝐷𝐷]−1𝐷𝐷𝐷′𝑌𝑌𝑌 ], by multiplying the estimated (45)
by (𝐷′𝐷)−1𝐷′ on both sides we reach the decomposition:

(𝐷𝐷𝐷′𝐷𝐷𝐷)−1𝐷𝐷𝐷′𝑌𝑌𝑌 = (𝐷𝐷𝐷′𝐷𝐷𝐷)−1𝐷𝐷𝐷′𝐷𝐷𝐷 ̂𝛽 ̂𝛽 ̂𝛽 + (𝐷𝐷𝐷′𝐷𝐷𝐷)−1𝐷𝐷𝐷′𝑓𝑖𝑟𝑚 𝑠𝑖𝑧𝑒𝑓𝑖𝑟𝑚 𝑠𝑖𝑧𝑒𝑓𝑖𝑟𝑚 𝑠𝑖𝑧𝑒 ̂𝜉1 + (𝐷𝐷𝐷′𝐷𝐷𝐷)−1𝐷𝐷𝐷′tenure ̂𝜉2+
(𝐷𝐷𝐷′𝐷𝐷𝐷)−1𝐷𝐷𝐷′𝑀𝑀𝑀1 ̂𝜃 + (𝐷′𝐷)−1𝐷′𝑀𝑀𝑀2 ̂𝜓 (46)

Considering linear adaptations of the base model (27) and the auxiliary regressions (28) (29) (30)
(31):

̂𝛽𝑏𝑎𝑠𝑒 = ̂𝛽𝑓𝑢𝑙𝑙 + Γ̂𝑡𝑒𝑛𝑢𝑟𝑒 ̂𝜉1 + Γ̂𝑓𝑖𝑟𝑚 𝑠𝑖𝑧𝑒 ̂𝜉2 + Γ̂𝜃𝑀1 ̂𝜃 + Γ̂𝜓𝑀1 ̂𝜓
̂𝑏𝑖𝑎𝑠 𝑐𝑜𝑛𝑓𝑜𝑢𝑛𝑑𝑖𝑛𝑔 = Γ̂𝑡𝑒𝑛𝑢𝑟𝑒 ̂𝜉1 + Γ̂𝑓𝑖𝑟𝑚 𝑠𝑖𝑧𝑒 ̂𝜉2 + Γ̂𝜃𝑀1 ̂𝜃 + Γ̂𝜓𝑀1 ̂𝜓

A.3.9 Estimation of the Precision Matrix

There are several methods available to estimate a precision matrix from data following a multi-
normal distribution. See Fan, Liao, and Liu (2016) for an excellent review of several methods.
However, most methods yield very similar results. Both R, STATA and Python have packages that
estimate it efficiently.

I´ll use the method developed by Yuan and Lin (2007). I further estimated the precision matrix
for the application with the methods developed by Banerjee et al. (2006) and K. Lee and Lee (2017),
and the results were almost identical.

A.3.10 Diagnostics

The rigor of the decomposition of the rescaling effects depends on the normality of the controls.
This section provides a visual representation of some residuals used to do the CAR decomposition
in section 4.6, the ones from 1986. Although all the controls fail normality tests, they may be
sufficiently close.

Worker FE is figure 12 and firm FE is figure 13. Both are represented in a density plot. The
red line represents a normal distribution with the same mean and standard deviation as the sample.
We can see that there is a clear deviation from the normal distribution. Tenure and log of firm size
(figure 14 and 15, respectively) are better represented in qqplots, where it’s clear the distributions
are closer to a log-normal distribution.
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Figure 12: Density plots of 1986 Worker FE residuals from Equation 26
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Figure 13: Density plots of 1986 Firm FE residuals from Equation 26
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Figure 14: Density plots of 1986 Firm FE residuals from Equation 26
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Figure 15: Density plots of 1986 ln(firm size) residuals from Equation 26
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A.4 Portuguese Institutional Setting

Countries may have institutions that interact with MW policy changing its effect.34 Therefore,
it’s plausible that the Portuguese labour market is more monopsonistic than others. The strong
employment protection, the wage rigidity, and the wage setting system interact with MW and alter
internal labour markets.

The biggest labour institution in Portugal is the collective bargaining system. In Portugal,
massive collective agreements are published in Boletim de Trabalho e Emprego and, if they fulfill
certain criteria about the representation of workers of a sector, the State may extend collective
agreements to all workers of that sector. As a result, 90% of the private sector is covered under
these agreements (Addison, Portugal, and Vilares 2017), even in firms that don’t bargain and to
non-unionized workers. In sum, the State creates other minimum wages; more specifically, around
30000 minimum wages (Martins 2014).

A.4.1 Was the MW binding?

Table 11: Exceptions to the MW law of 1987

Designation Condition for the Exception Amount of the MW

Apprentice

Workers below 25 years old

80%A situation characterized by some level of on-the-job training
Cannot exceed 2 years
The worker cannot have a technical diploma in that area

Agriculture CAE 1 sector 0.89%
Domestic Domestic/cleaning services provided by non-specialized firms 0.69%
Small Firms Firms with 5 or fewer workers 0.89%
Craftsmen Activities of artisanal nature Different legal status

Medium Firms
Firms with 6 to 50 workers and Granting pending
Wage expenditure increase superior to 80% of the MW update on MTSSS acceptance.

Source: Decreto-Lei n.º 69-A/87, Diário da Republica. The agricultural exception does not affect my results because the entire sector is deleted from the sample,
due to its unreliability. MTSSS is the Ministry of Labour, Social Security and Solidarity. The government had 90 days to notify the medium firms that asked for
the exception if it was granted, and that time exceeds the QP survey filling (March of 1987).

Given the previous information, I take caution to identify the bindingness of the minimum wage
(MW). In this section, I show that the MW in fact binding for MW teen workers. Portugal and

34Neumark and Wascher (2004) compare OECD countries showing some institutions (as employment protection,
union coverage and active labour market policies) interact with MW policies; Boockmann (2010) shows that employ-
ment protection, union coverage and active labor market policies explain part of these differences
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Cardoso (2006) had already concluded that the natural experiment we explore is binding for MW
workers.

In Figure 4 is possible to see a big jump in teenMWworkers following the newMW.However, the
lump to the left of the MW still raises some questions. It’s the result of several exceptions engraved
in the MW law Decreto-Lei n.º 69-A/87, Diário da Republica. I summarize those exceptions in
Table 11. Thus, the lump is excepted and not a weakness of this experiment.

The apprentice exception deserves some special attention. Could some employers have shifted
the classification of their employees to apprentice to avoid theMWhike? And, to avoid jeopardizing
the whole experiment, why don’t I delete them (in QP it’s possible to know if a worker was an
apprentice or not)? Firstly, apprentices are 55.6% of all 18 and 19 years old in 1986. Secondly,
as shown in Figure 16, the distribution of apprentices and non-apprentices are quite similar. They
only differ in high-wage jobs. This means that most apprentices earn theMW and not the apprentice
MW (which is 80%.

Figure 16: Wages in 1987 for Teens by Apprenticeship

Apprentice Non−Apprentice

50 100 150 200 250 50 100 150 200 250
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Notes: This figure shows the impact of the minimum wage (MW) on the wage distribution of teens by apprenticeship. Base wages, which exclude
all benefits, overtime payments, and indemnifications, are the ones bound by the MW. The sample excludes workers from Madeira or Azores, in the
primary sector, with a part-time job and independently employed. The red dashed lines are the minimum wages. The black dashed lines are 75%
and 80% of MW, respectively from the left hand side to the right. Sources: Quadros de Pessoal for wage data; Instituto Nacional de Estatística, for
the minimum wage data.
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A.5 Further Proofs for the Logit Decomposition

A.5.1 1st

𝑃( ̂𝜐𝜐𝜐|𝑥, 𝑦 = 0)
𝑃( ̂𝜐𝜐𝜐|𝑥, 𝑦 = 1) = 𝑒

1
2 [(�̂�𝜐𝜐− ̂𝛿𝛿𝛿0− ̂𝛿𝛿𝛿1X− ̂𝛿𝛿𝛿2)TΣ̂ΣΣ

−1
(�̂�𝜐𝜐− ̂𝛿𝛿𝛿0− ̂𝛿𝛿𝛿1X− ̂𝛿𝛿𝛿2)−(�̂�𝜐𝜐− ̂𝛿𝛿𝛿0− ̂𝛿𝛿𝛿1X)TΣ̂ΣΣ

−1
(�̂�𝜐𝜐− ̂𝛿𝛿𝛿0− ̂𝛿𝛿𝛿1X)]

using 𝐾 to simplify notation: 𝐾𝑝
𝑦=1 = ̂𝜐𝑝 − ̂𝛿𝑝

0 − ̂𝛿𝑝
1𝑥 − ̂𝛿𝑝

2 and 𝐾𝑝
𝑦=0 = ̂𝜐𝑝 − ̂𝛿𝑝

0 − ̂𝛿𝑝
1𝑥

1
2 [ 𝐾1

𝑦=1 𝐾2
𝑦=1 ... 𝐾𝑝

𝑦=1 ]
⎡
⎢⎢⎢
⎣

𝜉11 − − −
𝜉12 𝜉22 − −
... ... ... −
𝜉1𝑝 𝜉2𝑝 ... 𝜉𝑝𝑝

⎤
⎥⎥⎥
⎦

⎡
⎢⎢⎢
⎣

𝐾1
𝑦=1

𝐾2
𝑦=1
...

𝐾𝑝
𝑦=1

⎤
⎥⎥⎥
⎦

−

1
2 [ 𝐾1

𝑦=0 𝐾2
𝑦=0 ... 𝐾𝑝

𝑦=0 ]
⎡
⎢⎢⎢
⎣

𝜉11 − − −
𝜉12 𝜉22 − −
... ... ... −
𝜉1𝑝 𝜉2𝑝 ... 𝜉𝑝𝑝

⎤
⎥⎥⎥
⎦

⎡
⎢⎢⎢
⎣

𝐾1
𝑦=0

𝐾2
𝑦=0
...

𝐾𝑝
𝑦=0

⎤
⎥⎥⎥
⎦

= (47)

1
2 [ ∑𝑝

𝑧=1(𝐾𝑧
𝑦=1𝜉1𝑧) ∑𝑝

𝑧=1(𝐾𝑧
𝑦=1𝜉2𝑧) ... ∑𝑝

𝑧=1(𝐾𝑧
𝑦=1𝜉𝑝𝑧) ]

⎡
⎢⎢⎢
⎣

𝐾1
𝑦=1

𝐾2
𝑦=1
...

𝐾𝑝
𝑦=1

⎤
⎥⎥⎥
⎦

−

1
2 [ ∑𝑝

𝑧=1(𝐾𝑧
𝑦=0𝜉1𝑧) ∑𝑝

𝑧=1(𝐾𝑧
𝑦=0𝜉2𝑧) ... ∑𝑝

𝑧=1(𝐾𝑧
𝑦=0𝜉𝑝𝑧) ]

⎡
⎢⎢⎢
⎣

𝐾1
𝑦=0

𝐾2
𝑦=0
...

𝐾𝑝
𝑦=0

⎤
⎥⎥⎥
⎦

= (48)

1
2

𝑝
∑
𝑧=1

[𝐾𝑧
𝑦=1

𝑝
∑

̇𝑧=1
(𝐾 ̇𝑧

𝑦=1𝜉𝑧 ̇𝑧)] − 1
2

𝑝
∑
𝑧=1

[𝐾𝑧
𝑦=0

𝑝
∑

̇𝑧=1
(𝐾 ̇𝑧

𝑦=0𝜉𝑧 ̇𝑧)] =

where ̇𝑧 is . In this equation, the only parts that survive are the ones that depend on ̂𝛿𝑧
2 ∀ 𝑧 ∈ [1 ∶ 𝑝]

appearing on 𝐾𝑦=1’s. Use the squares property 𝑎2 − 𝑏2 = (𝑎 − 𝑏)(𝑎 + 𝑏):
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1
2

𝑝
∑
𝑧=1

[− ̂𝛿𝑧
2

𝑝
∑

̇𝑧=1
(( ̂𝜐 ̇𝑧 − ̂𝛿 ̇𝑧

0 − ̂𝛿 ̇𝑧
1𝑥 − ̂𝛿 ̇𝑧

2)𝜉𝑧 ̇𝑧)] + 1
2

𝑝
∑
𝑧=1

[( ̂𝜐𝑧 − ̂𝛿𝑧
0 − ̂𝛿𝑧

1𝑥)
𝑝

∑
̇𝑧=1

(− ̂𝛿 ̇𝑧
2𝜉𝑧 ̇𝑧)] =

BecauseΣΣΣ−1 is symmetric and ̇𝑧 and 𝑧 are interchangeable: ∑𝑝
𝑧=1 [(𝜐𝑧 − 𝛿𝑧

0 − 𝛿𝑧
1𝑥) ∑𝑝

̇𝑧=1(−𝛿 ̇𝑧
2𝜉𝑧 ̇𝑧)] =

∑𝑝
̇𝑧=1 [(𝜐 ̇𝑧 − 𝛿 ̇𝑧

0 − 𝛿 ̇𝑧
1𝑥) ∑𝑝

𝑧=1(−𝛿𝑧
2𝜉𝑧 ̇𝑧)]. We can see that the second term is a repetition of the

1st term, except for −𝛿 ̇𝑧
2.

𝑝
∑
𝑧=1

[ ̂𝛿𝑧
2

𝑝
∑

̇𝑧=1
(( ̂𝛿 ̇𝑧

0 + ̂𝛿 ̇𝑧
1𝑥 +

̂𝛿 ̇𝑧
2
2 − ̂𝜐 ̇𝑧)𝜉𝑧 ̇𝑧)]

A.5.2 Independence of 𝜐𝜐𝜐 to base

From equation (18) we can retrieve the 𝜐𝜐𝜐 dependent terms:

𝑝
∑
𝑧=1

̂𝜐𝑧
𝑖 ̂𝜃𝑧 =

𝑝
∑
𝑧=1

[ ̂𝛿𝑧
2

𝑝
∑

̇𝑧=1
̂𝜐 ̇𝑧
𝑖 𝜉𝑧 ̇𝑧]

BecauseΣΣΣ−1 is symmetric and ̇𝑧 and 𝑧 are interchangeable:

⇔
𝑝

∑
𝑧=1

̂𝜐𝑧
𝑖 ̂𝜃𝑧 =

𝑝
∑
𝑧=1

[ ̂𝜐𝑧
𝑖

𝑝
∑

̇𝑧=1
̂𝛿 ̇𝑧
2𝜉𝑧 ̇𝑧]

And the need for each variable to individually not influence the base equation directly:

⇔ 0 = ̂𝜃𝑧 −
𝑝

∑
̇𝑧=1

̂𝛿 ̇𝑧
2𝜉𝑧 ̇𝑧 ∨ 0 = 𝜐𝑧

𝑖 , ∀ 𝑧 ∈ [1 ∶ 𝑝]

disregarding the possibility of all observations of a variable being 0:

⇔ 0 = ̂𝜃𝑧 − ̂𝛿𝑧
2𝜉𝑧𝑧 −

𝑝
∑

̇𝑧≠𝑧
̂𝛿 ̇𝑧
2𝜉𝑧 ̇𝑧

⇔ 𝜉𝑧𝑧 =
̂𝜃𝑧 − ∑𝑝

̇𝑧≠𝑧
̂𝛿 ̇𝑧
2𝜉𝑧 ̇𝑧

̂𝛿𝑧
2
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A.5.3 The “Variance” literature strand

If both full and base models have residuals 𝑢 that are logistically distributed, then:

Full:

√𝑉 𝑎𝑟(𝜀)
√ ̂𝑉 𝑎𝑟(𝑢𝑓)

𝑙𝑜𝑔 [ 𝑝𝑓
𝑖𝑡

1 − 𝑝𝑓
𝑖𝑡

] = √𝑉 𝑎𝑟(𝜀)
√ ̂𝑉 𝑎𝑟(𝑢𝑓)

𝛽𝑓
0 + √𝑉 𝑎𝑟(𝜀)

√ ̂𝑉 𝑎𝑟(𝑢𝑓)
𝛽𝑓

1 𝑥𝑖+
√𝑉 𝑎𝑟(𝜀)

√ ̂𝑉 𝑎𝑟(𝑢𝑓)
𝛽𝛽𝛽2Z+ √𝑉 𝑎𝑟(𝜀)

√ ̂𝑉 𝑎𝑟(𝑢𝑓)
𝑢𝑓

𝑖

Base:

√𝑉 𝑎𝑟(𝜀)
√ ̂𝑉 𝑎𝑟(𝑢𝑏)

𝑙𝑜𝑔 [ 𝑝𝑏
𝑖𝑡

1 − 𝑝𝑏
𝑖𝑡

] = √𝑉 𝑎𝑟(𝜀)
√ ̂𝑉 𝑎𝑟(𝑢𝑏)

𝛽𝑏
0 + √𝑉 𝑎𝑟(𝜀)

√ ̂𝑉 𝑎𝑟(𝑢𝑏)
𝛽𝑏

1𝑥𝑖 + √𝑉 𝑎𝑟(𝜀)
√ ̂𝑉 𝑎𝑟(𝑢𝑏)

𝑢𝑏
𝑖

Making the bias, and applying Gelbach (2009) to an imaginary non-rescaled model:

√𝑉 𝑎𝑟(𝜀)
√ ̂𝑉 𝑎𝑟(𝑢𝑓)

( ̂𝛽𝑓
1 +

𝑝
∑
𝑧=1

[Γ̂𝑧
1 ̂𝛽𝑧

2]) 𝑥𝑖 = √𝑉 𝑎𝑟(𝜀)
√ ̂𝑉 𝑎𝑟(𝑢𝑏)

̂𝛽𝑏
1𝑥𝑖

̂𝛽𝑏
1 =

⎛⎜⎜⎜⎜⎜⎜⎜
⎝

̂𝛽𝑓
1 +

𝑝
∑
𝑧=1

[Γ̂𝑧
1 ̂𝛽𝑧

2]
⏟⏟⏟⏟⏟

Correlated
bias

⎞⎟⎟⎟⎟⎟⎟⎟
⎠

√𝑉 𝑎𝑟(𝑢𝑏)
√ ̂𝑉 𝑎𝑟(𝑢𝑓)⏟⏟⏟⏟⏟
Uncorrelated
unobserved
heterogeneity

, (49)

A.6 Literature of the MinimumWage Unemployment Effects

The usage of natural experiments and DiD is so common in the MW literature that it even has its
name: the New Minimum Wage Research (NMWR). It comprises several influential papers, like
Card and Krueger (1994), Dube, Lester, and Reich (2010) and Cengiz et al. (2019). These papers all
use a natural wedge for their difference in differences: because the U.S. States have the autonomy
to raise the MW above the federal one, contiguous States with different minimum wages become
natural counterfactuals.

Card and Krueger (1994) were the first to use a difference in differences to analyse the impact of
the MW on employment. Their methods, as well as their positive employment results, we contro-
versial. For example, Neumark and Wascher (2000) point out some sampling issues and problems
at conducting the survey in Card and Krueger (1994) that invalidate the results. Still, the NMWR
survived, because the general methodology was an econometric improvement.
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Card and Krueger (1995) summarize the early NMWR results, saying the MW had impacts
on employment “around 0”. At the time, Card and Krueger (1995) went against the consensus
solidified by Brown, Gilroy, and Kohen (1982), who surveyed 25 papers of specifications not us-
ing natural experiments and found −0.3 employment elasticity for unskilled workers. More recent
meta-analysis point out that both sides (NMWR and the traditional specifications) find, in general,
negative employment effects (Neumark and Wascher (2006); Neumark and Shirley (2021)). How-
ever, the NMWR tends to find smaller negative results. For a further methodological debate, see
Neumark, Salas, and Wascher (2014) and Jardim et al. (2022) defense of traditional specifications,
and Allegretto et al. (2017) for a defense of the NMWR.

Even economic theory offers nuance about the effect of the MW on employment. Its impact
on employment will depend on the competitiveness of the market (can even be positive in the mo-
nopolistic model of Stigler (1946)) and on the absorption taken by prices and profits (see MaCurdy
(2015) MW general equilibrium model).

The usage of difference in differences to gauge the employment effects of the MW has also
been employed outside of the United States. See, for example, Dolado et al. (1996) for Spain and
France, Stewart (2002) for the UK, and the aforementioned studies for Portugal.

About the topic of heterogeneity, some literature adds interaction terms. It does not divide
heterogeneity, but it manages to get a sense of the more affected groups. Harasztosi and Lindner
(2019) run separate regressions by sector, firm size, or age. Cengiz et al. (2019) and Neumark,
Schweitzer, and Wascher (2000) explore the effect of the MW throughout the wage distribution.
Burkhauser, Couch, andWittenburg (1996) checks the effect of household income. MaCurdy (2015)
sees if the MW affects more consumers, workers, or investors.
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